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Abstract
We believe that the Social Sciences will undertake a gradual shift to research practices that involve the transparent access to large scale information, data and software and will use high performance computational and collaboration resources to tackle more complex and challenging problems than at present. The rate of social science engagement with this paradigm will vary depending on the specific research challenges/ interests and technical ability of the various groups involved. Some will naturally wait, while the large scale software houses like Microsoft [ref], IBM [ref]and SAS [ref] evolve the tools and technologies they use. Others, who have already reached the limit of what they can do with the current technology, will be pressing for innovation, and some will be doing it for themselves. The numbers of social scientists in this second group are however very small, say 1-2% of the social science research community. We estimate there is a further 70% who may use some of this technology in the medium to longer term. In this chapter we illustrate the motivation and some solutions being adopted by the innovators involved in quantitative social science studies of individual behaviour.
Introduction
In this emerging field it is impossible to cover all aspects of quantitative-social science. To maintain focus and provide a convincing case in the limited space available we will concentrate on some of the aspects of statistical modelling of longitudinal/ panel data, and ignore the issues that arise in related fields such as geographical information systems, financial time series modelling, data mining, bootstrapping, etc. Each of these areas requires a paper of its own. It is important to note however that many of the points we raise and the advantages to be obtained can occur in these fields but the detail is quite different. 

In part 1 of this chapter we provide an illustration from the statistical modelling of individual behaviour, an area in which we work. There are three related challenges facing behavioural modellers, these are: the limitations of evidence-based substantive theory on the determinants of individual behaviour; the problematic nature of the available observational data for making causal statements about individual behaviour; and the limited nature of statistical methods/ software currently available in this context. We first illustrate some aspects of the current state by describing an analysis for one possible model of the joint determinants of wages, training and promotion in panel data. The proposed model can be estimated in the existing Stata [ref] software package gllamm  [ref] but could take a desktop PC several years. 
We briefly review our current view on why the Grid could be important for the statistical modelling of individual level longitudinal data in the social sciences by discussing several of the generic complexities that can simultaneously occur within social research with longitudinal data, namely: cluster effects, contextual effects, measurement error, missing data, dropout and selection, parametric assumptions and endogenous effects; We then provide some illustrations of the computational burden that is present in the treatment of just two of these complications on typical longitudinal social science data.

In part 2 we show how use can be made of the computational Grid to make such models possible. The computational Grid can be made transparent for the social researcher by the means of open source middleware and Grid enabled statistical software still accessed from familiar statistical applications. .
We contrast the different approaches that could be adopted to use Grid-enabled statistical models, namely: direct use of open-source middleware such as Globus [ref]; use of a Grid portal; use of plugins to familiar applications via middleware such as Grid Resources On Workstation Library (GROWL), [ref]). GROWL, is our currently recommended approach for social scientists as it enables the complexity of the Grid to be hidden, and can provide access from desktop statistical applications (e.g. R [ref] or Stata [ref]) to the statistical software (e.g. Sabre [ref]) hosted on remote parallel computers. Sabre is a random effects statistical modelling package that has be re-written to go parallel on the Grid. We have compared the performance of this application with that of gllamm. We illustrate the joint use of R, GROWL, and Sabre. 

Other aspects of e-Science which are becoming widespread and changing the way we work, enabling more flexible and more comprehensive social studies are distributed data management and collaborative technology.
We also need to mention the computational science challenges. What are they? Have they been articulated? What is in the other chapters of the Handbook that we can refer to here?
In part 3 we speculate about a possible future in which all the information, literature, observational data, software, middleware, computational and collaboration resources we need to solve some of the grand challenges facing social researchers can be provided in an integrated way in a personal research environment. We also claim that this new way of working will be essential if we were to recognise the need to bring together large distributed multidisciplinary teams to tackle substantive problems.  We do not intend to create the impression that the day of the isolated or solitary researcher is at an end as many new insights can start this way, but we suggest that new insights can be more rapidly and efficiently exploited when less inspired but cooperative researchers with different backgrounds/ traditions trade ideas in an environment that provides everything they need quickly at their finger tips. 
It is difficult to predict timescales, but much work has already started and funding bodies such as the UK Research Councils and JISC are supporting this vision.
Part 1: Current State of Research – the need for more computational power

We first note some of the features of Quantitative Social Science Research for the analysis of individual behaviour. We often want to develop evidence-based substantive theory. For instance, we want to know “what determines what”, e.g. why do some people experience long term unemployment, or what are the determinants of social exclusion. 
Unfortunately there is little in the way of general social theory about the nature of the determinants of individual behaviour that we can use to help us, e.g. Abell (2000). One grand challenge, very relevant to modern society, is to explore the consequences of policy changes on individual behaviour, e.g. what is the impact of encouragement to stay on at school on educational attainment, truancy, and social exclusion. 

Randomised experiments offer the most powerful tool to understand social processes, but outside of psychology, they are infeasible, unethical or inappropriate (e.g. for instance we can not allocate pupils to different levels of education). For further discussion see Heckman (1992) and Meyer (1995).
Social scientists have to rely on observational data from longitudinal and other surveys, e.g. in the UK there are the Youth Cohort Survey (YCS) [ref] , the National Child Development Survey (NCDS) , [ref]  and the British Household Panel Survey (BHPS). [ref]  In the USA there is the Panel Study of Income Dynamics, (PSID) [ref], National Education Longitudinal Study (NELS) [ref], and National Longitudinal Survey of Youth (NLSY) [ref], to name but a few. Our data sets are often very small (<10GB), when compared to those of the particle physicists, which are measured in petabytes, but the mechanisms we are trying to separate out/ unravel are quite complex in nature.
Some of the complexities inherent in the analysis of non-experimental longitudinal data on individuals are: 
1. Cluster effects, random and fixed effects/ Contextual effects;

2. Measurement Error;

3. Missing data, dropout and selection;

4. Parametric Assumptions;

5. Endogenous Effects.
Each of these complexities adds to the computational burden facing the social researcher who wants to be confident in the inference they make.   

In much of what follows in this section we will assume that the reader has a passing familiarity with the basic theory and language of statistical modeling, e.g. linear predictor, error structure, link function, if not please see Gill ( 2000). The statistical models for the sequence of responses typically present in longitudinal data are combined to produce the likelihood of what is observed, this is maximized in order to obtain estimates of the parameters in the linear predictor. In the absence of any of the complexities discussed below, the estimates of these parameters can be obtained using iterative weighted least squares (IWLS) which converge very quickly, and often appear instantaneous to the user. However, this simplification is not very realistic in social science data. 

We will later refer to the use of Gaussian Quadrature to integrate out the individual specific random effects that are included in the statistical models to allow for the presence of individual level omitted and unobserved explanatory variables. This approach is adopted in various commercial statistical packages, e.g. Stata xt procedures [ref] and SAS PROC NLMIXED see http://support.sas.com/rnd/app/papers/nlmixedsugi.pdf. 

Complexity 1. Cluster Effects (CE)

Most large scale surveys use multi-stage cluster sample designs to obtain 'representative' samples; this procedure usually creates correlations in the sampled individual responses, e.g. BHPS (individuals in households), YCS (pupils in schools). For instance it is well know that pupils in the same class are often more behaviourally alike than pupils in different classes (even in the same school).
Software has been developed to allow for these cluster effects, see for example MLwiN [ref],  Stata (gllamm), SAS, AML [ref]. For an introduction to multilevel models, see Goldstein (1995), Luke (200?) or Raudenbush and Bryk (2002).  We return to this discussion later in our example, but the estimation of non-identity link, multilevel models (e.g. Probit) either require computationally demanding numerical integration or use linear approximations as they do not have closed form likelihoods.
Complexity 2. Measurement Errors (ME) 

Unfortunately, in observational studies it is rarely possible to obtain accurate measures of all of the individuals covariates, e.g. age (some women understate their age), educational attainment (some individuals overstate their qualifications).
Ignoring ME can seriously mislead the quantification of the link between explanatory and response variables. For instance ME in one covariate can bias the association between other covariates and the response variable, even if those other covariates are measured without error. In some areas of social science, researchers argue that the variables of interest are often latent, i.e. they are not directly observable, but are indirectly measured by multiple indicators or items. Also, some important determinants of behaviour are either not measured (i.e. omitted) or are unmeasurable (e.g. motivation).
Repeated measures and longitudinal data provide an opportunity to deal with ME in explanatory variables by building measurement models for the variables measured with error or those representing latent variables and combining these with the main model, this however adds to the computational demands of the analysis. For an introduction to measurement models, the Stata Journal Volume 3, Number 4 was dedicated to measurement-error issues.
Complexity 3. Missing Data, Dropout and Selection

All of the major longitudinal data sets available to the British social science community (e.g. YCS, BHPS and NCDS) contain a large proportion of missing data and dropout. Assuming that this missing data is ignorable could lead to bias in the estimated model parameters. The conservative strategy involves modelling, as realistically as possible, the process by which the observed subjects have been retained in the sample, in order to asses how much bias would be present in the results if we had assumed that the missing data was ignorable. For an introduction to missing data see Allison (2001). Models for the missing data, dropout and selection processes can often be written using a random effects formulation, Crouchley and Ganjali (2002).
Selection processes create a form of missing data - they affect the response/ dependent variables we are able to observe in our data, e.g. the dependent variable is observed only for a restricted, non-random sample. For example suppose we only were able to observe an individual’s wage if they were a member of a trade union, but only the covariates and other variables (not the wages) for the non trade unionists were not observed or available to us. 

Complexity 4. Parametric Assumptions
Many of our statistical tools are assumption rich, in that they have parametric linear predictors, and parametric link functions and random effect distributions. The usual justification for this is parsimony.  But what should we do if the assumed parametric relationships do not hold?  For a discussion on nonparametric linear predictors which use the smooth functions of the covariates see, Fox (2000), for a discussion on flexible link functions see, (Azzalini et al 1989) and for nonparametric random effects distributions see, Heckman and Singer (1984).

Complexity 5. Endogenous effects

Endogeneity refers to the fact that an independent variable included in a model is potentially a response or variable in its own right, as such it will be correlated with any unobservables that are relegated to the error term. In a model of wages for instance, “on the job” training may be endogenous if the decision to undertake on the job training is correlated with any unobservables that affect wages. For instance, if more able workers are more likely to undertake on the job training and they also tend to receive higher wages, then ceteris paribus, we will over estimate the training effect if we fail to control for this correlation. There are a range of different ways of dealing with endogenous variables, e.g. by using instruments, or with joint models as in Heckman (1978).  
Disentangling Complexity
Disentangling the contributions created by the different complexities for our results can clearly be computationally intensive. However, results can really change as the analysis becomes more comprehensive; e.g. in a simultaneous equations system when we allow for correlated random effects, as some  direct effects can change sign, while others can become non significant. Also simple analyses (ones that ignore the full complexity we face) can be very misleading about the role of the controls, ethnicity, sex etc

If we have medium (say 105) to large sample (say 107) sizes, it can be difficult to use conventional statistical procedures for manipulating the matrices that occur within some of the statistical software we have to hand, e.g. estimating a fixed effects model.  To tackle the models which include additional complexities we could use Grid enabled tools, resources and services. 

Disentangling complexity with existing tools: an example
Suppose we wish to disentangle the magnitude of endogenous (direct) effects from that arising from cluster (unobserved) effects in the observed correlation between different responses for each individual. Let us use the example of Training, Promotion and Wages to make this discussion clear.
Suppose to start with we had some cross sectional data in which we want to disentangle the dependencies between promotion (yes, no) in the last 12 months (P), on the job training (T=yes, no) in the last 12 months (T) and current wages (W). In the following diagram we have the observed level of on the job training (T=0,1)  affecting the latent variable for promotion (P*), while both the observed level of promotion (P=0,1) and on the job training (T=0,1) affect the observed value of wages (W). 
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In this path diagram we have assumed that the errors for wages, training and promotion (ew, et, ep) are independent. This is unlikely to be true in the real world as the unobserved effects like motivation will affect the enthusiasm with which an individual tackles training and other aspects of their job and thus their likelihood of promotion. So the errors for training and promotion are likely to be positively correlated. The same argument applies to the relationship between the errors for training and wages, and the relationship between the errors for promotion and wages.
If we actually have repeated observations on the same individuals as in a panel survey, we can use random effect to allow for correlation between responses of the same type for each individual and by allowing for a correlation between the random effects we can allow the different response types to be correlated.  

We can allow for a correlation between the responses at each wave of an individual by decomposing the correlated errors (ew, et, ep) into correlated random effects (uw, ut, up) which are common to an individual across waves and independent errors (e*w, e*t, e*p). Conditional on the unobserved random effects (uw, ut, up) the responses are independent. 

We can acknowledge correlation in the path diagram by drawing curved lines between the random effects errors of the model, as in the following diagram
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The identifiability and estimation of this class of statistical models was discussed by Heckman (1978), The joint model will enable us to assess whether the actual occurrence of training/ promotion have a direct effect on wages as distinct from the correlation between the latent effects that lead people to undertake training and affect their promotion. 
The data set we used for this example is the British Household Panel Survey (BHPS), see http://www.esds.ac.uk/longitudinal/access/bhps/. The sample we use is made up of males who were employed and earning a wage at some point over the period 1991-2004, this gave us a total of 5130 individuals with a sequence of responses that occurred somewhere in the 1991-2004 interval. At the 1st sample point of the survey, 1991, there were was 2316 individuals of whom 945 of these males had some form of training in the previous 12 months, 106 had been promoted in the previous 12 months. The mean of the log of their weekly wage was 5.65 (Sterling) with a standard deviation of 5.87.  Estimating the panel model for the separate sequences of W (68 explanatory variables), T (66 explanatory variables) and P (64 explanatory variables) can be performed in Stata 9 using the xt set of commands. We used xtprobit with Gaussian Quadrature for the T and P sequences, see Stata, release 9, Longitudinal/Panel data manual for further details on Gaussian quadrature. The full trivariate model cannot be estimated in Stata directly but can be by using the Stata program gllamm, see http://www.gllamm.org/. Unfortunately we estimate that it would have taken gllamm over 3 years to estimate this model on one of our Sun Blades (Dual processor, 64 bit, 900Mhz, 1Gb RAM). We were able to estimate the trivariate model in Sabre, see http://www.sabre.lancs.ac.uk/ in just over 3 days on 8 processors. Both Sabre and gllamm use Newton Raphson procedures to optimize the Gaussian Quadrature likelihoods, the only difference is that gllamm uses numerical approximations to the 1st and second derivatives, while Sabre uses analytical ones.  However, it is not the actual timings that matter, but the relative performance, we estimate that gllamm is over 300 times slower that Sabre in on this data set. 
Sabre has been written so that it can do the Multivariate Gaussian Quadrature and other demanding calculations in parallel for different individuals before combining the calculations to obtain the next step in the Newton Raphson iterative procedure.  
However fast the hardware we use it is likely that gllamm would take far too long to be of practical use in the empirical context where several different models, such as allowing for different directions to direct effects, have to fitted in order to check out our theory and intuition about the process of interest. 

Sabre originally stood for Software for the Analysis of Binary Recurrent Events, it is now used for more general random and fixed effect models, Some typical application areas are: infertility in humans, animal husbandry, voting, trade union membership, economic activity and migration and absenteeism studies. 

There are a number of other software programs that can be used to estimate this model, e.g. MLwiN and HLM5. HLM5 is a special purpose statistical package that will fit many kinds of multilevel models. It is distributed by Scientific Software International (SSI) www.ssicentral.com. Mlwin can be obtained from http://www.cmm.bristol.ac.uk/
Both MLwiN and HLM, use MQL/PQL (Breslow and Clayton, 1993) in which Taylor expansions are used to linearize the relationship between responses and the linear predictors. Unfortunately, the parameter estimates from PQL tend to be biased for binary dependent variables for short sequences with high intra-class correlations (e.g. Rodriguez and Goldman, 1995, 2001). Furthermore, PQL does not involve the explicit calculation of the likelihood, which prevents the researcher using conventional likelihood ratio tests in model development.
The bias of PQL can be reduced by using a sixth order Laplace approximation for the marginal likelihood, (Raudenbush et al., 2000). However, further improvement of the approximation will require additional algebraic work (Raudenbush et al., 2000) to increase the degree of the Laplace Taylor expansion. The advantage of Gaussian quadrature is that the adequacy of the approximation can be easily increased by using more quadrature points. The need to check whether more points are required in order to get a good approximation to the integral was a limiting feature of quadrature methods. However the development of parallel implementations of quadrature based methods which are much faster implies that this limiting feature has effectively disappeared. Other examples of the kind of speed up on data sets of different sizes and with models of varying complexity can be seen on the Web site, http://sabre.lancs.ac.uk/timings.html.
The trivariate random effects model also lends itself naturally to Markov Chain Monte Carlo (MCMC) methods such as Gibbs sampling, see http://www.mrc-bsu.cam.ac.uk/bugs/. Furthermore, if vague priors are specified, the method should essentially yield maximum likelihood estimates. However, there are two problems with this approach: (1) how to ensure that a truly stationary distribution has been obtained; (2) different starting values could lead to different stationary distributions. 
It should be possible to get some speed up by running gllamm from the Stata MP parallel version of Stata. http://www.stata.com/statamp/. However, we expect that with 8 processors (of similar size and memory to those we used) it would still take Stata MP using  gllamm just under a year to estimate the trivariate model.  
So far all we have tried to illustrate is that the estimation (via maximum likelihood) of some relatively simple statistical models can be very computationally demanding and beyond what you can usefully do on your desktop.

Also in the wages, training and promotion example we’ve assumed:
· Particular directions for the direct effects

· No Non Ignorable dropout in the BHPS
· No Travel to Work Area cluster effects are present

· A Multivaraite Normal Random effects structure

· Linear predictor, additive function

· No measurement error in observed covariates

Unfortumately, we do not yet have either the joint statistical models (and associate model diagnostics) nor the computational power (on the Grid) to tackle all of these assumptions simultaneously.  
Summary of Part 1

To provide accurate models and sort out causality relationships between variables a lot of computing power is needed. This is unlikely to be available from standard packages or on the user’s desktop. It really requires specialist software on parallel computing systems which are typically components of a computational Grid. There is also a need to access data to populate the models and to test hypotheses.

Part 2: e-Science Technology and the Grid

In addition to accessing large-scale computational resources, we have found the key areas which need to be addressed are those of: integrating information and data; long-term archival and persistent access with appropriate access control; seamless search and discovery from an appropriate user interface alongside other research tools; publication of data from personal and group information management systems; collaborative working in discovering, interpreting and using data and information.  These areas, with subject-specific differences in detail and usage pattern, are constituents in the generic research life cycle and some aspects overlap with e-Learning and Digital Information management. It is now widely considered that a Grid architecture can contain re-usable services to satisfy most of these requirements. 
A simple all-embracing generic use case for ``discovery to delivery'' in research might be as follows:

A researcher wants to carry out a subject-specific search via one or more Web portal or other interfaces and to be able to find relevant publications and data associated with their studies and to be able to find other papers which cite them. He/ she may also want to find associated grant references and appropriate funding opportunities for related work.

The researcher then wants to access and download some of the datasets and carry out a similar piece of work using a new model, new insight or adding new data to the previous study. In an experimental/ observational study they might be repeating a recommended procedure on one or more new samples or applying an improved procedure to a benchmark sample. They will want to automatically collect meta-data about the study and upload the results to a secure storage area for later analysis.
The researcher will afterwards discuss and share results with a peer group, using appropriate personal and group information management software and will eventually create reports and publish the results together with related data and model information.
It is already possible to do most of what is described above, but in rather inconvenient ways. For instance a researcher might use a supercomputer to run a computational model, but does not have their favourite text editor or graphics program to prepare the input data or results. Indeed the input data may have to be acquired from a repository via an on-line application through a Web site or by phoning the help desk. Data and meta-data can be recorded using PDAs and tablet PCs, but the upload will require connection to an internet and authentication with a remote server. A multitude of collaboration technologies are available, the most widely used are still the e-mail and telephone. In fact the problem is not that we can’t do what we want, but that the solutions are not integrated, for instance they are not all accessible from the desktop and they require a login id and password (probably different) for each tool used. 
Some simple but very far-reaching questions are: can we have a Single Sign-On infrastructure for security; can we integrate data and information seamlessly in any familiar environment; can we access software and computing resources on-demand with appropriate licenses and payment mechanisms; can we define, create and use appropriate meta-data which includes provenance and policies, for instance relating to the way data about human subjects can be used; can we curate information and data digitally for the next 100 years or more? 
General Problems confronting the Social Scientist in their use of the Grid

Two problems stand out from the above “wish list”. The issue of single sign-on implies that the components, tools, resources on the Grid need to be integrated. This is a middleware problem and is being tackled by computer scientists around the world. The second is the “client problem”, how does a researcher connect to the Grid and to related technologies such as audio-visual collaboration tools. Typically this requires a sophisticated level of expertise, installation of complex (and often un-reliable) software, and punching holes in firewalls which are widely used as the primary protection for resources in UK academic institutions. All this is un-desirable.
Social scientists have much less experience and expertise in the use of the Grid than those typically from other research areas. There is a significant skills gap between social scientists and those from disciplines more traditionally associated with large-scale computation. Distributed systems are inherently complex and the associated middleware products are not intuitive or easy to use. This leads on to, (but it might be best going after this section). 
Ways of using the Grid
We have identified several ways of accessing Grid resources and Grid-enabling statistical software:
1. Directly via Grid installed middleware, e.g. Globus has a C API;
2. Via a Web Portal, e.g. a Science Gateway;
3. Via a desktop application using a Web services API in any appropriate language.
Option 1 does nothing to circumvent the problems outlined. We consider Grid middleware should only be installed on servers which form the Grid, not on client systems. These servers are typically managed by expert administrators who are trusted to keep their systems secure. Option 2 is a good one, and a well known solution – most large Grid projects have an associated portal. It avoids the client problem by making the portal server part of the Grid, but enabling access from anywhere using standard Web protocols. It does however make the assumption that the project is large enough to have a significant fraction of a staff member to maintain and customise the portal, which we have found requires more effort than at first expected. Option 3 is like the tip of an iceberg because of the possibilities it enables, it has many features similar to the portal and in fact we have used the same client-server architecture. This is our preferred solution for Grid-enabling statistical applications, and we will concentrate on this for the rest of the chapter.
Using the Grid via a Desktop Application

We illustrate the use of GROWL: Grid Resources on Workstation Library. This is software that we have developed specifically to provide a lightweight Grid computing environment for researchers. What we mean by lightweight in this context is that GROWL can be used to provide access to Sabre running on a parallel computing system on a computational Grid via a plug-in or library to a desktop application, e.g. R, see http://www.r-project.org/,

. 
GROWL uses a client-server architecture for the details on this see http://www.growl.org.uk/; this site also contains papers showing how Sabre can be run on a grid from inside R (link needed). Growl uses a 3 Tier architecture, see below.
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The 2nd and 3rd layers are completely hidden from the user. Each Client in this case is R, but it could just as easily be SAS, GAUSS, or Stata, in fact it could be any software that takes a plug-in.
Third layer, Agent service factory, which could give each of the 4 clients in the diagram  different services, This could involve simultaneously running Sabre on 16 processors of the NGS (http://www.grid-support.ac.uk/), as well as Sabre on the desktop, all controlled through a common interface. 

The sabreR commands are designed to be similar, in terms of case, naming convention and argument handling, to the native R commands and to those found in R packages. In addition, all data used in conjunction with a Sabre model is organised using native R data structures. The following demonstrates a typical sabreR session

> library(sabreR)                          # load the sabreR library

> sabre0<-sabre.session();                 # create a new sabre model

> trade.union<-read.table("./TradeUnion.table")  # read the data into a data frame 

> names(trade.union)                             # show the variates 

 [1] "CASE" "YEAR" "AGE"  "EVNO" "SUPR" "HRS"  "NOEM" "SEX1" "TU"   "PROM"

[11] "SC80"

> sabre.data(sabre0,trade.union)

> sabre.display.variates()

    Name            Levels    Type

    ________________________________

    cons               1      X

    case               1      X

    year               1      X

    age                1      X

    evno               1      X

    supr               1      X

    hrs                1      X

    noem               1      X

    sex1               1      X

    tu                 1      YVAR

    prom               1      X

    sc80               1      X

    fnoem              5      X

    fsc80              6      X

> plot(trade.union)                                # plot the data 

> sabre.y.variate(sabre0,"tu")

> sabre.factor(sabre0,"noem","fnoem")

> sabre.factor(sabre0,"sc80","fsc80")

> sabre.display.model()

    X-vars            Y-var

    ______________________________

    year              tu

    age

    fnoem

    fsc80

    Univariate model

    Standard logit

    Number of observations             =    1633

    X-var df           =    12

    Log likelihood =     -1073.0110     on    1621 residual degrees of freedom

> sabre.lfit(sabre0,"year","age","fnoem","fsc80") # linear fit

    Iteration       Log. lik.       Difference

    __________________________________________

        1          -1131.9093

        2          -1073.2798        58.63

        3          -1073.0111        .2687

        4          -1073.0110       0.1204E-03

        5          -1073.0110       0.4700E-09

> sabre.display.estimates(sabre0)

   Parameter              Estimate         Std. Err.

    ___________________________________________________

    year                  -0.16136E-01      0.54224E-02

    age                    0.32899E-01      0.69741E-02

    fnoem       ( 1)       -1.3945           .80939

    fnoem       ( 2)       -.78157           .47819

    fnoem       ( 3)      -0.35445E-01       .47920

    fnoem       ( 4)        .14679           .46976

    fnoem       ( 5)       0.48744E-01       .46787

    fsc80       ( 1)        .00000          ALIASED [I]

    fsc80       ( 2)        .39780           .29480

    fsc80       ( 3)       -.17355           .30840

    fsc80       ( 4)        .60508           .28237

    fsc80       ( 5)        .49547           .29331

    fsc80       ( 6)        .51569           .32419

> sabre.case(sabre0,"case")

> sabre.fit(sabre0,"year","age","fnoem","fsc80") 

> # NB returns control to user immediatley even though 

> # analysis is still running

> sabre.display.estimates(sabre0)

  *** Sabre analysis still in progress ***

> # ... some time later ...

> sabre.display.iterations(sabre0)

   Initial Homogeneous Fit:

    Iteration       Log. lik.       Difference

    __________________________________________

        1          -1131.9093

        2          -1073.2798        58.63

        3          -1073.0111        .2687

        4          -1073.0110       0.1204E-03

        5          -1073.0110       0.4700E-09

    Iteration       Log. lik.         Step      End-points     Orthogonality

                                     length    0          1      criterion

    ________________________________________________________________________

        1          -917.86146        1.0000    fixed  fixed       6.5174

        2          -878.33512        1.0000    fixed  fixed       19.983

        3          -868.98256        1.0000    fixed  fixed       4.6722

        4          -867.52529        1.0000    fixed  fixed       5.2621

        5          -867.20337        1.0000    fixed  fixed       11.115

> # ... user can be doing other things witin R whilst sabre analysis takes place ...

> sabre.display.estimates(sabre0)

    Initial Homogeneous Fit:

    Iteration       Log. lik.       Difference

    __________________________________________

        1          -1131.9093

        2          -1073.2798        58.63

        3          -1073.0111        .2687

        4          -1073.0110       0.1204E-03

        5          -1073.0110       0.4700E-09

    Iteration       Log. lik.         Step      End-points     Orthogonality

                                     length    0          1      criterion

    ________________________________________________________________________

        1          -917.86146        1.0000    fixed  fixed       6.5174

        2          -878.33512        1.0000    fixed  fixed       19.983

        3          -868.98256        1.0000    fixed  fixed       4.6722

        4          -867.52529        1.0000    fixed  fixed       5.2621

        5          -867.20337        1.0000    fixed  fixed       11.115

        6          -867.06558        1.0000    fixed  fixed       5.9164

        7          -866.93034        1.0000    fixed  fixed       6.8780

        8          -866.93024        1.0000    fixed  fixed       11.479

        9          -866.93024        1.0000    fixed  fixed

Notice how in the example the first argument to all of the sabre commands is a sabre session. This is how sabreR distinguishes between multiple sabre models within a single R session. Furthermore, notice that the first call to sabre.display.estimates resulted in a warning that the analysis was not yet complete. This demonstrates the mutli-threaded nature of the sabreR package. Finally, use of the Sabre.display.iterations allows a user to keep track of each Sabre analysis that is currently running.

How would the above session differ if a parallel sabre analysis was being executed on a grid resource? The following demonstrates how little additional effort is required:
> nwg<-grid.resource("~/smith.pem","~/smith.pem",

+ "growl.lancs.ac.uk:50000","~/smith.passwd")

> sabre0<-sabre.session(nwg)  # this time create a sabre session with a grid resource

> # ..... continue as before

 In this example, a grid resource is acquired by passing the grid.resource function the location of the users certificates, a file containing the users password and the name of the system hosting the GROWL server. Sabre sessions are created as in the previous example except that the grid resource is passed to the sabre.session function. Any ensuing Sabre commands are identical those as used when using a local (serial) session of Sabre.
If a user leaves the R session while a grid Sabre session is active, they can return to it later. The sabreR package offers two simple functions for retrieving grid Sabre sessions. These are outlined in the following example.

> library(sabreR)

> nwg<-grid.resource("~/smith.pem","~/smith.pem",

+ "growl.lancs.ac.uk:50000","~/smith.passwd")

sabre.current.sessions(nwg)

            started       last command

1  02/01/2006 13:01   02/01/2006 14:27

2  02/01/2006 13:07   02/01/2006 13:54

3  02/01/2006 13:08   02/01/2006 13:57

4  02/01/2006 13:11   02/01/2006 14:03

> sabre0<-sabre.recover.session(nwg,3) # recover session 3
SABRE – Availability and Support

The Sabre Web Site http://sabre.lancs.ac.uk, contains documentation on the commands, tutorials, worked examples and exercises. Besides downloading Sabre you will be able to download the “SabreR” binary R packages including documentation.
Summary of Part 2
There is beginning to be some tools that can make it relatively easy to use Grid resources from within your favourite desktop applications. There is a more detailed presentation about GROWL by Dan Grose at the NCeSS conference on line at http://redress.lancs.ac.uk/Workshops/Presentations.html
Part 3: Future Research Directions: collaboration in Virtual Communities
We have illustrated above some of the current and medium-term motivations for the uptake of e-Science (Grid) technology. We have said very little about the collaborative aspects, not because we don’t believe they are important, and indeed we are doing a lot of work in this area, but because the technology is still in a state of flux and there are really no widely used solutions. A few candidates include: Access Grid, Skype, audio-visual portal conferencing tools; Wiki; Discussion fora; etc.

What of the longer term? We envisage an environment where there is a component-based Grid (possibly a Service Oriented Architecture) where data and applications are available on-demand. We need to link components together into rather complex workflows, including human actors if decisions or changes have to be made. Components will harvest data (using meta-data and registries) find appropriate numerical algorithms and run them on powerful servers, and execute models which can be re-factored. Runs will be repeated with different data sets or with different parameters included to do sensitivity analysis and to test a variety of hypotheses. 

Virtual Research Environments are being developed enhancing the concept of a science gateway or portal. The following scenario is adapted from work of the Teaching and Learning Research Programme (TLRP) VRE project  http://www.jisc.ac.uk/whatwedo/programmes/programme_vre/project_sakai_edu_research.aspx 
1. Project researchers at multiple institutions have weekly chat sessions (with video?) to share progress. They save the recorded session in an archive for future analysis and/ or replay by those unable to attend. Tools being developed in another project (MEMETIC[ref]) could be used to do this. The conclusions reached in chat sessions are efficiently documented by using a Wiki edited directly by participants.

2. Personal activity logs are shared with other project members via Blog (Web log), thus reducing the need for meetings.

3. Ideas are can be developed in asynchronous discussion threads, supporting reflective processes that are inhibited in time-limited meetings.

4. A graduate student commencing research in a new area can browse the appropriate theme site to get an overview of the work in that field, and can then delve into greater detail of people, projects and even data.

5. Project researchers can follow an established workflow to quality assure datasets and release them for sharing.

6. Grey literature published using workflow for limited or extensive peer review, speeds sharing of outcomes and increases efficiency of other researchers.

We need to speculate about a possible future in which all the information, literature, observational data, software, middleware, computational and collaboration resources we need for a distributed multidisciplinary approach to the grand challenges facing social researchers are provided in an integrated way in a personal research environment. We also claim that this new way of working will be essential if we were to recognise the need to bring together large interdisciplinary teams to tackle substantive problems. JISC and the Research Councils in the UK are working to support this goal.
We will use educational attainment again as an illustration. It is a research area of importance to quantitative educationalists, sociologists, economists, psychologists and geographers. Each discipline has its own perspective, for instance: some educationalists are interested in school effectiveness; some sociologists are interested in determining the impact of class background and the role of the family on educational attainment; some economists are interested in cost effectiveness, school quality effects on attainment and the role of attainment for future employment; some psychologists are interested in behavioural and motivation effects on attainment and in determining the role of birth order; some geographers are interested in factors that determine the choice of school for their children and the factors that determine the optimum size and location of schools. Other researchers may be interested in the measurement problem that occurs by taking qualifications or repeated test scores as a measure of educational ability.  

Each Group uses its own journals for justifying its emphasis, i.e. the data sets, the control variables, the methods of analysis; we are not going to make much progress while we are split like this. By bringing researcher together to address differences in perspective we may be able to shine more light on educational attainment. 

Determining the factors that affect educational attainment is important in itself but also in studies of social exclusion etc. But we need a collaborative environment to improve the efficiency of our interaction over this.
Summary of Part 3
Summary here ->
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