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Measurement of �s from Jet Ratesin Deep Inelastic Scattering at HERAZEUS Collaboration
AbstractJet production in deep inelastic scattering for 120 < Q2 < 3600 GeV2 has been stud-ied using data from an integrated luminosity of 3.2 pb�1 collected with the ZEUS de-tector at HERA. Jets are identi�ed with the JADE algorithm. A cut on the angulardistribution of parton emission in the �-parton centre-of-mass system minimises theexperimental and theoretical uncertainties in the determination of the jet rates. Thejet rates, when compared to O(�s2) perturbative QCD calculations, allow a precisedetermination of �s(Q) in three Q2-intervals. The values are consistent with a run-ning of �s(Q), as expected from QCD. Extrapolating to Q = MZ0 yields �s(MZ0) =0:117 � 0:005 (stat) +0:004�0:005 (systexp) � 0:007 (systtheory).
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1 IntroductionNeutral current (NC) deep inelastic scattering (DIS) (lp! lX; l = e; �), is characterised by theexchange of a virtual photon or Z0 boson between the incident lepton and proton. In the naivequark-parton-model (QPM) the process V �q ! q (V = ; Z0) gives rise to 1+1 jets in the �nalstate corresponding to the struck quark from the proton and the proton remnant (hereafterdenoted by \+1"). Multi-jet production in DIS beyond 1+1 jets provides a good laboratoryfor testing quantum chromodynamics (QCD). From the measured rate of 2+1 jet events it ispossible to determine the strong coupling constant �s, for �xed kinematics and a given jetde�nition, by comparing to theoretical calculations in which �s is the only free parameter.To leading order in �s, 2+1 jet production proceeds via QCD-Compton scattering (V �q ! qg)and boson-gluon fusion (BGF) (V �g ! qq). For the extraction of �s from the measuredjet rates to be reliable the 2+1 jet rate must be calculated at least to next-to-leading order(NLO) in QCD, where the renormalisation scheme is de�ned unambiguously. Furthermore thejet de�nition has to be treated in the same way in theory and experiment for a quantitativecomparison with the predictions of QCD. Theoretical calculations [1, 2, 3, 4] for the jet rates atthe parton level are currently available only for the JADE jet de�nition scheme [5]. Thereforethe measured jet rates, obtained using the same jet-�nding scheme, have to be corrected tothe parton level so that a comparison with the NLO O(�s2) calculations can be made inorder to determine �s. The extracted �s value can be expected to be reliable when the NLOcalculations reproduce the corrected jet rates over a wide kinematic range and the extractedvalue is insensitive to the cuts applied at the detector level. In this analysis a cut on the partonvariable z (described later) is applied, which restricts the phase space so that these requirementsare well satis�ed.Multi-jet production in DIS has been studied by the E665 �xed-target experiment at FERMI-LAB at a low centre-of-mass energy, ps, of � 30 GeV [6], and at higher energies,ps=300 GeV,by ZEUS [7] and H1 [8] at HERA where jet structures are more clearly discernible. This pa-per describes the extraction of �s from measurements of multi-jet rates at Q2 between 120and 3600 GeV2. An earlier study of jet rates and jet kinematics has been reported by thisexperiment [9]; an extraction of �s from multi-jet production has been reported by H1 [10].2 The ZEUS DetectorThe data used in this analysis were collected with the ZEUS detector during 1994 when HERAprovided collisions between 27.5 GeV electrons or positrons1 and 820 GeV protons, yielding acentre-of-mass energy of 300 GeV. They correspond to an integrated luminosity of 3.2 pb�1.ZEUS is an almost hermetic, multipurpose, magnetic detector and has been described elsewherein detail [11]. Here a brief description of the components relevant for this analysis is given.Charged particles are tracked by the inner tracking detectors which operate in a magnetic �eldof 1.43 T provided by a thin superconducting coil. Immediately surrounding the beam pipeis the vertex detector, a drift chamber, which consists of 120 radial cells, each with 12 sensewires [12]. It is surrounded by the central tracking detector which consists of 72 cylindrical1Hereafter \electron" is used in a generic sense to refer to e� or e+.1



drift chamber layers, organised into 9 `superlayers' [13]. In the present analysis these trackingdetectors are primarily used for the determination of the event vertex.The energy associated with the hadronic �nal state and the scattered electron is measuredwith the uranium-scintillator calorimeter (CAL) [14] which consists of three parts: the forward(FCAL), the rear (RCAL) and the barrel calorimeter (BCAL).The ZEUS coordinate system isde�ned as right handed with the Z axis pointing in the proton beam direction, hereafter referredto as \forward". The X axis points horizontally towards the centre of HERA and the Y axispoints vertically upwards. The polar angle � is de�ned with respect to the Z direction. Eachpart of the calorimeter is subdivided longitudinally into one electromagnetic section (EMC) andone hadronic section (HAC) for the RCAL and two HAC sections for BCAL and FCAL. Holesof 20 � 20 cm2 at the centre of FCAL and RCAL accommodate the HERA beam pipe. In theXY plane around the FCAL beam pipe, the HAC section is segmented in 20�20 cm2 cells andthe EMC section in 5 � 20 cm2 cells. In total, the calorimeter consists of approximately 6000cells. In terms of pseudorapidity, � = � ln tan �2 , the FCAL covers the interval 4:3 � � � 1:1,the BCAL 1:1 � � � �0:75 and the RCAL �0:75 � � � �3:8, for the nominal interactionpoint at X = Y = Z = 0. The CAL energy resolution, as measured under test beam conditions,is �E=E = 0:18=pE for electrons and �E=E = 0:35=pE for hadrons (E in GeV). The timeresolution of the calorimeter, which is important for rejecting beam-gas backgrounds, is betterthan 1 ns for energy deposits greater than 4.5 GeV.3 Event KinematicsFor a given ep centre-of-mass energy ps, the di�erential cross section for leading order O(�s1)2+1 jet production in DIS depends on 5 independent kinematic variables, which we take asx, y, xp, z, and � [15]. The �rst two, Bjorken-x and y, are su�cient to describe the O(�s0)QPM 1+1 jet process. They correspond to the momentum fraction of the proton carried bythe struck quark (x) and the fractional energy transfer between the electron and the proton inthe proton rest frame (y). Three additional variables (xp; z;�) are introduced to describe the2+1 parton kinematics. The parton variable xp is de�ned by:xp = Q22 p � q = Q2Q2 + m2ij = x� ;where q is the four-momentum of the exchanged virtual boson in the ep scattering process, �is the fraction of the proton's four-momentum P carried by the incoming parton with four-momentum p = �P , mij is the invariant mass of the two non-remnant jets and Q2 = �q2. Q2; xand y are related by Q2 = s x y. The parton variable z is de�ned by:z1 = p � p1p � q = 12 � (1� cos ��1) = E1 � (1 � cos �1)Pi=1;2Ei � (1� cos �i) :The formula is given for one of the partons i = 1. The outgoing four-momentum of the partonfrom the hard scattering is p1 and ��1 is the scattering angle in the �-parton centre-of-masssystem. Experimentally, z is determined in the HERA system from the energies and angles,Ei and �i, of the two jets. The jets are assumed to be massless. The other parton satis�es theconstraint z2 = 1 � z1. The angle � represents the azimuthal angle between the parton andlepton scattering planes in the �-parton centre-of-mass system.2



Since the ZEUS detector is nearly hermetic, it is possible to reconstruct the kinematic variablesx; y and Q2 for NC DIS using di�erent combinations of the angles and energies of the scatteredlepton and of the hadronic system [16]. The electron method was used to determine y asye from E 0e and �e, the energy and polar angle of the scattered electron. The hadronic, orJacquet-Blondel method [17], was used to reconstruct y as yJB = Ph Eh(1 � cos�h)=(2Ee)where Eh and �h are the energy and polar angle calculated from the calorimeter cells notassociated with the scattered electron, and Ee is the electron beam energy. The double angle(DA) method uses �e and H , the polar angle of the struck quark in the QPM which is givenby cos H = (Ph p2T;h � (2EeyJB)2)=(Ph p2T;h + (2EeyJB)2). The DA method, which measuresQ2 with small bias and good resolution in the kinematic range of this analysis, was used toreconstruct the x; y and Q2 variables of NC events (and the jet variables xp and z de�nedabove) [16].4 Trigger Conditions and Event SelectionThe trigger and event selection followed closely that described in reference [9]. The triggeracceptance was essentially independent of the hadronic �nal state with an acceptance greaterthan 97 % for Q2 > 10 GeV2. Neutral current DIS events were selected by the followingcriteria: the event times measured by the FCAL and the RCAL had to be consistent withan interaction inside the detector. This cut strongly reduced beam-gas background. The Zposition of the event vertex was reconstructed from the tracking data. Events were accepted ifthe Z position was within � 50 cm of the nominal interaction point. An electron candidate withenergy greater than 10 GeV had to be found in the calorimeter. To reject backgrounds fromphotoproduction events with a fake electron (mostly �0's close to the proton beam) the electroncandidate was required to satisfy ye < 0:95. Photoproduction and beam-gas backgrounds werefurther suppressed by demanding energy-momentum conservation. For a fully contained event,and neglecting the detector resolution, one expects E � PZ = 2 � Ee, where E and PZ are thesummed energy and Z-component of the momenta of all objects measured in the calorimeter.Taking the detector resolution into account 35 GeV< E � PZ < 60 GeV was required to selectDIS events. The background from photoproduction was estimated to be negligible and thatfrom QED Compton scattering was found to be less than 1%. Di�ractive events, which do notdeposit a signi�cant amount of energy in the FCAL, did not pass the selection criteria givenbelow. Finally, beam halo muons and cosmic rays were rejected by suitable algorithms.Several considerations motivated the selection of the kinematic region used for the �s measure-ment. First, the analysis was restricted to high Q2, where clear jet structures are observedand hadronisation uncertainties are minimised. Secondly, theoretical uncertainties in the 2+1jet cross section are small at high x, where the parton densities of the proton are well known.In addition at high x the uncertainty stemming from the initial state parton-showers, used inthe Monte Carlo simulation to correct the data to the partonic level, was reduced. Thirdly,the acceptance for 2+1 jet events increases at high y: in particular, the forward jet is wellcontained within the detector. Finally, all of the above concerns were balanced against theneed for su�cient statistics. The kinematic region selected for the �nal analysis was therefore:120 < Q2 < 3600 GeV2, 0:01 < x < 0:1, and 0:1 < y < 0:95, resulting in a sample of 4472events. The Q2 range was further subdivided into three regions to measure �s(Q) at increasingscales as a consistency check and as a test for the running of the strong coupling constant.3



These ranges were: 120 < Q2 < 240, 240 < Q2 < 720, and 720 < Q2 < 3600 GeV2. Thenumber of events in each region were 1649, 2048 and 775, respectively.5 Jet De�nition and Jet KinematicsThe JADE algorithm [5] was used to relate the hadronic �nal state measured in the detector tothe underlying hard scattering processes. It is a cluster algorithm based on the scaled invariantmass, yij = m2ij=W 2 = 2EiEj(1 � cos�ij)=W 2, where mij is the invariant mass of the twoobjects i and j, which are assumed to be massless. The scale W 2 is the squared invariantmass of the overall hadronic �nal state and Ei; Ej and �ij are the energies of the objects andthe angle between them. Starting with the minimum yij of all possible combinations, objectswere merged by adding their four-momenta until yij for all objects exceeded a jet resolutionparameter ycut. Those objects remaining were then considered as jets. The JADE algorithmwas slightly modi�ed [18, 19] for use at the detector level in ep collisions by the addition of apseudo-particle inserted along the Z axis. The missing longitudinal momentum in each eventwas assigned to the momentum of the pseudo-particle. It prevents the detected fraction ofparticles originating from the proton remnant from forming spurious jets.The measured calorimeter energies above 150 (200) MeV for EMC (HAC) cells and their anglesrelative to the interaction point were used to de�ne vectors which were input to the JADEalgorithm in the detector level analysis. At the detector level, the scale W was calculated asW 2vis = s (1�xDA) yJB. This value reects the measured rather than the true hadronic activityand so reduces the event-by-event correction for the detector resolution when calculating yij.For 2+1 jet production in DIS, one of the non-remnant jets is typically directed forward becauseof the forward singularity in the cross section. Such forward singularities are regulated in thetheory by the cuto� ycut. Requiring a large ycut is, however, not su�cient to avoid the problemsarising from forward-going jets close to the beam pipe and the proton remnant. This is achievedby a cut on the parton variable, z, for 2+1 jet events2. In QCD the rapid rise towards z = 0results from collinear and infrared singularities. In order to avoid this kinematical region theanalysis was restricted to events satisfying 0:1 < z < 0:9. This requirement also reduces thefraction of forward jets (�jet < 8�) from 30% to 10%. Figure 1a shows the dR2+1=dz distributionfor 2+1 jet events. Here Rj+1 = Nj+1=Ntot, where j stands for 0, 1, 2, or 3, Nj+1 is the numberof (j+1) jet events and Ntot is the total number of selected DIS events. Figures 1b{d show theresulting xp, pT and mij distributions. The predictions of the NLO calculations of DISJET andPROJET (discussed later) are also shown in Fig. 1. The z-cut results in a signi�cantly improvedagreement between the calculations and the data compared to our earlier analysis done withoutthis restriction on z [9]. This cut removes jets with transverse momenta pT below � 4 GeVwhere pT is measured with respect to the � direction and is calculated in the �-parton systemas: pT = s Q2 � 1xp � (1� xp) � z (1� z):2z is not de�ned for 1+1 and 3+1 jet events. In the following, 2+1 jet events failing to pass the z cut are notconsidered as 2+1 jet events. 1+1 and 3+1 jet events are counted in Ntot, the total number of selected events.4



6 Jet Reconstruction and Jet RatesThe acceptance and resolution, as well as the correction of the measured jet rates to the partonlevel, were determined using Monte Carlo methods. Neutral current DIS events, generatedusing LEPTO 6.1 [20] and the Lund string fragmentation model [21] for the hadronisation,were interfaced via DJANGO6 2.1 [22] to HERACLES 4.1 [23] for QED radiative corrections.They were passed through a GEANT [24] based detector simulation, and subsequently analysedwith the same reconstruction, selection and jet analysis procedures as the data. Both the hardemission of partons at the matrix element level (calculated to leading order in �s) and the higherorder soft parton showers are included in the LEPTO matrix element, parton shower (MEPS)model. The MEPS model satisfactorily describes the global jet properties and production ratesobserved for the data in the selected kinematic region [9].When generating events with the MEPS model, default values of all parameters were usedexcept for the parameter ymin, which sets a minimum yij of partons in �rst order QCD matrixelements [20]. The value of ymin was lowered from 0.015 to 0.005 in order to study the measuredjet rate as a function of the jet resolution parameter ycut for ycut >0.01. The parton densitiesof the proton were taken from the MRSD0- set [25].The jets were reconstructed by applying the JADE algorithm at the parton level, the hadronlevel and the detector level. These jets were constructed respectively from the output of theparton shower step of the event generator, the true momenta of the hadrons before the detectorsimulation and the energy deposits in the calorimeter cells after the detector simulation. Theratio of the jet rates at the di�erent levels of the event simulation are the corresponding cor-rection factors for hadronisation (Ch) and detector simulation (Cd), with which the measuredjet rates were multiplied. Both the detector and hadronisation corrections were found to bebelow 20%. Table 1 shows the correction factors and the corrected jet rates R2+1 for the threeQ2 intervals and for the combined Q2 region.120 < Q2 < 240 240 < Q2 < 720 720 < Q2 < 3600 120 < Q2 < 3600( GeV 2) ( GeV 2) ( GeV 2) ( GeV 2)ycut R2+1 Cd Ch R2+1 Cd Ch R2+1 Cd Ch R2+1 Cd Ch0.010 12.1�0.9 1.02 1.04 13.5�0.9 0.92 1.04 11.5�1.3 0.88 1.03 12.6�0.6 0.94 1.050.015 10.0�0.8 0.99 1.04 10.8�0.8 0.96 1.05 9.3�1.2 0.89 1.02 10.4�0.5 0.96 1.050.020 7.8�0.7 0.96 1.05 9.0�0.7 0.96 1.05 8.6�1.1 0.92 1.01 8.6�0.5 0.96 1.050.030 5.3�0.6 0.92 1.10 6.5�0.5 0.98 1.08 6.7�1.0 0.95 1.05 6.2�0.5 0.96 1.080.040 4.1�0.6 0.93 1.13 4.6�0.5 0.96 1.10 4.6�0.8 0.94 1.06 4.4�0.4 0.96 1.080.050 3.3�0.5 1.02 1.16 3.6�0.5 0.99 1.11 3.9�0.8 0.93 1.07 3.5�0.3 0.99 1.100.060 2.3�0.4 0.94 1.20 2.7�0.3 1.02 1.15 2.9�0.7 0.92 1.07 2.6�0.2 0.99 1.13Table 1: 2+1 jet production rates (in %) corrected to the parton level (R2+1) and correctionfactors for detector e�ects (Cd) and for hadronisation (Ch) in the three Q2 intervals and for thecombined region. Errors shown are statistical only.5



7 O(�s2) Perturbative QCD CalculationsFor NC electron-proton scattering, the 2+1 jet di�erential cross section at the O(�s1) LO level,expressed in terms of the above variables, is given by:d2�2+1dx dy = �2 �sy Q2 � Z dxpxp Z dz Z d�2� (Ig + Iq);where Ig and Iq are the gluon- and quark-initiated contributions respectively [15] which containsingularities at z = 0; z = 1 and xp = 1. The singularities correspond to the limit where twopartons are irresolvable due to vanishing energy of one of the partons or vanishing openingangle. In the BGF process the singularity is related to the collinear emission of an outgoingquark in the proton remnant direction; for the QCD Compton process the singularity occurswhen the momentum of the gluon is parallel to that of the quark or when the quark emits avery soft gluon. The integration must be done numerically because of the x-dependent partondensity distributions. The integration limits for z and xp in the JADE scheme are functions ofthe scaled invariant mass cuto� ycut = m2ij=W 2, where W is the reference mass scale and mijis the invariant mass between any two partons [2]. Any pair of partons with a scaled invariantmass below this cuto� is not resolved. Therefore the singularities are regulated by a singlecuto� parameter ycut. The leading order (LO) and next-to-leading (NLO) order 2+1 jet crosssection can be expressed as: d�LO2+1dx dy = c31 � �s;d�NLO2+1dx dy = c31 � �s + c32 � �2s:Next-to-leading order corrections to d�2+1 include the contribution from unresolved 3+1 jetevents as well as negative corrections coming from virtual loops [3, 4]. The coe�cients cijcontain the hard scattering matrix elements and the parton density functions of the incomingproton. The e�ect of a change in �s on the parton densities is negligible for our Q2 range [26].The �rst index, i, stands for the jet multiplicity (including the remnant jet) and the secondindex, j, represents the order of the �s calculation. After integrating over the jet variables(xp; z;�) the coe�cients cij are functions of the event kinematic variables x; y, ycut and thefactorisation scale �F ; c32 depends also on the renormalisation scale �R [27]. The partondensities contained in cij are calculated at the scale Q2. In �nite order perturbative QCDcalculations �s depends on the renormalisation scale �R. The 2+1 jet rates are derived fromthe cross sections by R2+1 = �2+1=�tot. The resulting O(�s2) corrections to R2+1, using theNLO calculations, are considerable: they vary from {20 to +20% when ycut is varied between0.01 and 0.06 in the kinematic region used for this study [4, 3]. The numerical cross sectioncalculations are available in the DISJET program [28] by Brodkorb and Mirkes, and in thePROJET program [29] by Graudenz. Both programs agree in their predictions of �s for a givenjet rate and they reproduce the shape of the measured jet rate distributions as a function ofycut well in the investigated kinematic range (see below).The renormalisation scheme used in the calculation is the MS scheme. In second order, thedependence on other renormalisation schemes can be completely speci�ed by one parameter,which can be chosen to be the value of the renormalisation scale �R. We chose �2R = Q2 for6



our analysis. The same scale is chosen for the factorisation scale �F . The parton densitieswere calculated with a �xed �(5)MS = 154 MeV. In the kinematic range used in this analysis, thee�ect of varying �MS in the parton densities is expected to be small [26]. In the programs thecontributions from the c� and b�quarks are zero in the parton density parametrisations belowthe single quark mass thresholds, as de�ned in the MS factorisation scheme. Above threshold,the contributions from the c� and b�quarks are calculated assuming zero mass. The numberof avours in the formula for the running coupling constant is changed at the single massthreshold, as required by the MS renormalisation scheme, giving rise to �ve avours for �MSif Q2 > m2b . At the BGF vertex we have used �ve avours too because in the kinematic rangeof this analysis m2ij is above 4 � m2b. Using four avours at the BGF vertex in the PROJETprogram would increase the �s(MZ0) value by 0.0025. In the x;Q2 region under study thecontribution from massive b�quarks to the proton structure function is calculated to be below2% [30].8 Determination and Q2 Dependence of �sThe value of �s was determined by varying �(5)MS in the QCD calculation until the best �t to theratio R2+1 was obtained at ycut = 0.02. The slope of the measured R2+1 as a function of ycutagrees with that from the calculation, showing that the result is not sensitive to the particularvalue of ycut used. We chose ycut = 0.02 for the �t because the contribution from R3+1, whichis a higher order e�ect, becomes negligible for ycut � 0.02. Furthermore the statistics are largeand the jets are resolvable at this value and the 2-jet system has a large invariant mass.Figures 2a{d show the corrected jet rates, R1+1; R2+1 (also shown in Tab. 1) and R3+1 as afunction of ycut for data compared with the DISJET and PROJET NLO QCD calculations forthe three Q2 intervals and for the combined region. Only statistical errors are shown. All NLOterms are taken into account in both programs; however, they use di�erent approximationsfor some of these terms. There is good agreement between the corrected jet rate and theNLO QCD calculation over most of the range in ycut shown and in particular at the nominalycut = 0.02, where the �s value was extracted for this analysis. Both programs agree wellin their prediction of the jet-rate dependence as a function of ycut. The best �t values for�s are used in the calculation. The range in ycut was restricted to 0.01 to 0.06 because atlower values of ycut the jets are not experimentally resolvable and higher order correctionsare signi�cant, while at larger values terms proportional to ycut, neglected in the calculation,become signi�cant. Moreover, uncertainties in the renormalisation scale and the hadronisationcorrections also become large for ycut above � 0:06 [27].The values of �s are plotted in Fig. 3 as a function of Q for each of the three Q2 ranges. Theyare calculated from the �tted values of �(5)MS. In Tab. 2 the �s values determined for the threeranges in Q2 as well as for the full kinematic range are listed. Also shown are the values of �sextrapolated to Q = MZ0 . Both statistical and systematic errors (discussed in the followingsection) are given.In addition Fig. 3 shows the curves for �(5)MS = 100, 200, and 300 MeV. The measured �sdecreases with increasing Q, consistent with the running of the strong coupling constant if Q2is taken as the scale. The �t to a running �s (where �s was determined in the full Q2 range)yields a �2 of 2.2 for 2 degrees of freedom, which corresponds to a con�dence level of 58.6%.7



A least squares �t to the hypothesis of a constant �s was performed. Only statistical errorswere considered in this �t as the systematic errors are strongly correlated. This �t yields a �2of 7.7 for 2 degrees of freedom, which corresponds to a con�dence level of 2.1%. Taking intoconsideration the systematic uncertainties, the �2 for constant �s varies from 4.4 (changingenergy scale by -5%) to 10.3. A constant �s is thus ruled out at 90% con�dence level. Thethree values of �s, expressed at the mass of the Z0 boson, are consistent within the errors.Q2 < Q > �(5)MS �s(Q) �s(MZ0)( GeV2 ) ( GeV ) ( MeV )120 { 240 13.3 251 +108�97 +31�74 +115�105 0:171 +0:015�0:017 +0:005�0:012 +0:016�0:018 0:120 +0:007�0:008 +0:002�0:006 +0:007�0:009240 { 720 20.4 217 +90�74 +76�60 +119�67 0:152 +0:011�0:011 +0:010�0:009 +0:014�0:010 0:117 +0:006�0:007 +0:006�0:005 +0:008�0:006720 { 3600 35.5 86 +82�58 +30�47 +61�24 0:118 +0:013�0:017 +0:006�0:012 +0:010�0:006 0:103 +0:010�0:013 +0:004�0:010 +0:008�0:004120 { 3600 22.1 208 +64�53 +57�50 +89�75 0:148 +0:008�0:008 +0:007�0:007 +0:011�0:012 0:117 +0:005�0:005 +0:004�0:005 +0:007�0:007Table 2: The measured values of �(5)MS and �s for the three ranges in Q2 as well as for the fullQ2 range. The �rst error is statistical, the second corresponds to the experimental systematicuncertainty and the third to the theoretical systematic uncertainties (hadronisation, partondensity and scale uncertainty).9 Systematic Uncertainties9.1 Experimental, Hadronisation and Parton Density E�ectsSources of systematic uncertainties in the �s determination were grouped into the followingclasses: event selection, energy scale, jet analysis, �tting method, model dependence of detectorcorrections, hadronisation corrections and parton density (see Fig. 4). The �rst �ve classes wereattributed to the experimental systematic error. The uncertainties were studied for each of thethree Q2 ranges separately as well as for the combined kinematic region. Only the systematicuncertainty from the latter study is described here. To illustrate the systematic uncertaintyin �s associated with each systematic e�ect, the �tted �s value obtained when the systematice�ect is varied was compared with the central value of �s (see Tab. 2).The subgroups of experimental systematic errors are denoted by (a)-(e). The systematic errorsfrom the event selection (a) included: e�ect of using a di�erent electron �nding algorithm;variations of the selection criteria, E � PZ > 45 GeV; ye < 0:7. The errors from the energyscale (b) included a �5% error assigned to the uncertainty of the calorimeter energy response.The errors from the jet analysis (c) included: the choice of a di�erent mass scale, W 2DA =s (1�xDA) yDA and W 2JB = s (1�xJB) yJB, in the JADE scaled mass de�nition, yij = m2ij=W 2;the cells around the FCAL beam pipe, which contain mainly the proton remnant, were �rstpreclustered and the resulting objects were used in the jet clustering algorithm (instead of the8



cell vectors themselves). The errors from the �tting method (d) included: a QCD �t at ycut=0.03instead of ycut=0.02; the analysis was cross-checked by a QCD �t to the di�erential jet rates,D1+1, de�ned by D1+1(ycut) = [R1+1(ycut + �ycut)�R1+1(ycut)]=�ycut; a more restrictive z-cut,0:15 < z < 0:85, was used. Finally, the error from the model dependence of the corrections forthe detector acceptance and resolution (e) was estimated by using the colour-dipole model [31]as implemented in the ARIADNE 4.06 Monte Carlo [32]. The largest uncertainties for eachsubgroup were added in quadrature to give the experimental systematic error.To evaluate the uncertainty of the hadronisation correction, several aspects of the hadronisationscheme were varied while the standard detector corrections based on the LEPTO MEPS MonteCarlo were retained. These studies were performed at the generator level. First, parameters inthe Lund string fragmentation model [33] were varied: a in the `symmetric fragmentation func-tion', which regulates the longitudinal quark fragmentation, was varied between 0.1 and 1; �Pt,which controls the hadron transverse momentum distribution was varied between 0.25 and 0.45GeV. Second, parameters of the parton shower model employed in the LEPTO MEPS MonteCarlo were changed: ymin was varied between 0.005 and 0.015; the minimum virtuality scale,Q0, at which the parton showering is stopped, was changed from 0.8 to 4 GeV; the primordialtransverse momentum kT of the struck parton in the proton was varied from 0.44 to 0.7 GeV.Finally, a completely di�erent hadronisation model as implemented in the HERWIG 5.8 MonteCarlo [34] was used. Most of these changes result in relatively small systematic errors in �s asshown in Fig. 4. The two largest deviations from the central value of �s arise from the changeof the hadronisation model and from the variation of Q0.We also repeated the analysis with parton density sets MRSA, GRV HO, and CTEQ 3M inthe NLO calculation, all of which describe the results from present DIS data well [16]. Thedi�erences in �s(22.1 GeV) from the central value are small (< 0.0022), as shown in Fig. 4. The�tted �s value depends only weakly on the �s value used in the parton density parametrisations[26].In the x;Q2 region under study the contribution from massive b�quarks to the proton structurefunction is calculated to be below 2% [30]. The e�ect of calculating with four instead of �veavours at the BGF vertex was estimated with the PROJET program and was found to increase�s(MZ0) by 0.0025. This number is not included in the systematic errors given.9.2 Scale Dependence E�ectsOur best estimate of the scale uncertainty in the measured �s was obtained from DISJET andPROJET by varying �R and �F from 0:4 Q2 to 2:0 Q2, redoing the �t to the jet rates andevolving to obtain the corresponding value of �s at the original scale Q (shown in Fig. 4 forthe full Q2 range). The scale dependence decreases with increasing Q and becomes negligiblein the highest Q2 interval. It is slightly larger in DISJET than in PROJET.Deep inelastic production of jets is a multi-scale process and it is not evident that Q2 is the bestchoice [4, 35] for the renormalisation and factorisation scales in the perturbative calculation.Alternative scales have been suggested, e.g. p2T of the jets or the square of the invariant mass,m2ij, of the two jets. As a simple test the ratios < p2T=Q2 > and < m2ij=Q2 > were evaluatedfor the full Q2 range for 2+1 jet events and were used to estimate the resultant change of scaleand hence of the uncertainty in �s. For our events these ratios typically lie between 0.4 and 2,9



i.e. within the range explored above in our estimation of the scale uncertainty using DISJETand PROJET.For each group in Fig. 4 we quote the largest deviation from the central value in each directionas the systematic error. The positive and negative deviations are then added in quadratureseparately to give the systematic error. The total systematic uncertainty for the value of �sresulting from the e�ects studied in Fig. 4 is comparable to the statistical errors. In the �nalresult given below the uncertainties from the experimental and theoretical systematic e�ects(hadronisation, parton density distributions and scale e�ects) are quoted separately.10 SummaryMulti-jet production in ep collisions was investigated using the JADE jet de�nition. In epcollisions the application of the single jet resolution parameter, ycut, is not su�cient to restrictthe phase space of 2+1 jet production to an experimentally well understood and theoreticallysafe region. An additional cut on the parton variable z is introduced, which excludes theproblematic region where higher order e�ects are important and jets are not well measured inthe experiment. With this additional cut the multi-jet production rate in DIS is well reproducedby O(�s2) perturbative QCD calculations.The value of �s(Q) was determined in three Q2 regions in a single experiment and was foundto decrease with Q, consistent with the running of the strong coupling constant.The value for �s using the data from the entire kinematic range 120 < Q2 < 3600 GeV2, andexpressed at the Z0 mass is given by:�s(MZ0) = 0:117 � 0:005 (stat) +0:004�0:005 (exp) +0:005�0:004 (had) +0:001�0:001 (pd) +0:005�0:006 (scale)= 0:117 � 0:005 (stat) +0:004�0:005 (systexp) � 0:007 (systtheory);where stat corresponds to the statistical error and the systematic error components (syst)consist of the experimental (exp), hadronisation (had), parton density (pd) and the scale (scale)related uncertainties. The overall systematic error is separated into its experimental (exp) andtheoretical (theory) contribution.Our value of �s is consistent with the most recent compilation by the Particle Data Group [36] ofprevious measurements of �s(MZ0) using di�erent methods: 0:112� 0:005 (DIS), 0:121� 0:006(e+e� event shape analysis) and 0:124 � 0:007 (Z0 width). The good agreement betweenour value of �s and the results obtained using other methods in di�erent kinematic regimesrepresents a signi�cant test of QCD.AcknowledgementsWe thank the DESY directorate for their strong support and encouragement, and the HERAmachine group for their remarkable achievement in providing colliding ep beams.It is a pleasure to thank E. Mirkes and D. Graudenz for providing NLO codes, incorporatingexperimental needs, and for enlightening discussions and comments. We also wish to thankS. Bethke, S. Catani, G. Ingelman and A. Vogt for fruitful discussions and comments.10
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Figure 1: (a) Distribution of the parton variable, z, of one of the two non-remnant jets in2+1 jet events in the range 120 < Q2 < 3600 GeV2, compared to the NLO calculations(PROJET and DISJET). The dots with error bars are the measured data. The curves representthe theoretical predictions after the application of the cuts. The histograms show the sametheoretical prediction with the binning of the data. (b) Distribution of xp for 2+1 jet events.(c) Transverse momentum distribution pT for the two jets. (d) Invariant mass distribution mijof the two non-remnant jets. Only events satisfying 0:1 < z < 0:9 were plotted in Figs. b{d.All jet rates are evaluated for ycut = 0.02. The data points are corrected to the parton leveland plotted with their statistical errors only. 13
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Figure 2: Jet production rates Rj as a function of the jet resolution parameter ycut for Q2 in therange (a) 120 < Q2 < 240 GeV2, (b) 240 < Q2 < 720 GeV2, (c) 720 < Q2 < 3600 GeV2, and(d) 120 < Q2 < 3600 GeV2. Only statistical errors are shown. Two NLO QCD calculations,DISJET and PROJET, each with the value of �MS obtained from the �t at ycut=0.02, are alsoshown. 14
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Figure 3: Measured values of �s(Q) for three di�erent Q2 regions. The statistical error cor-responds to the inner bar and the thin bar reects the statistical and systematic error addedin quadrature. Note that the systematic errors are strongly correlated. The dashed curvesrepresent �s with �(5)MS = 100, 200, and 300 MeV.
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Total ErrorFigure 4: Systematic uncertainties in the measured value of �s (and �(5)MS) for Q2 in the range120 < Q2 < 3600 GeV2 expressed as the deviation from the central value for the listed al-terations in the analysis. Sources of systematic uncertainties are grouped into the four areas:experiment, hadronisation correction, parton density, and scale. The experimental uncertaintyis subdivided into: (a) event selection, (b) energy scale, (c) jet analysis, (d) �tting method, and(e) model dependence of the detector correction.16


