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Abstract

This paper describes how telemetry and science data from the Solar-B satellite will be imported into the UK AstroGrid infrastructure for analysis.  Data will be received from the satellite by ISAS in Japan, and will then be transferred by MSSL to the UK where it is cached in CCLRC’s Atlas tapestore, utilizing existing high speed network links between RAL and Japan.  The control of the data flow can be done from MSSL using their existing network infrastructure and without the need for any extra local data storage.  From the cache in the UK, data can then be redistributed into AstroGrid’s MySpace for analysis, using the metadata held at MSSL. The innovation in this work lies in tying together Grid technologies from different Grids with existing storage and networking technologies to provide an end-to-end solution for UK participants in an international scientific collaboration.  Solar-B is due for launch late 2006, but meanwhile the system is being tested with data from another solar observatory.

Introduction

Solar-B is the latest Japanese solar physics satellite and is due for launch in late 2006. Its instrumentation includes a 0.5m Solar Optical Telescope (SOT), an Extreme Ultraviolet (EUV) imaging spectrometer (EIS) [EIS] and an X-ray/EUV telescope (XRT). The instruments will work together as a single observatory. The SOT has an angular resolution of 0.25” and covers a wavelength range of 480-650nm; it includes the Focal Plane Package (FPP) vector magnetograph and spectrograph. The vector magnetograph will provide time series of photospheric vector magnetograms, Doppler velocity and photospheric intensity. XRT will provide coronal images at different temperatures; both full disk and partial fields of view. EIS will provide monochromatic images of the transition region and corona at high cadence using a slot. High spectral resolution images can be obtained by rastering with a slit.  

Telemetry from the SolarB satellite will be captured in Japan then relayed via gridftp third-party transfer to Rutherford Appleton Laboratory (RAL). Data pipeline processing, cataloguing and user data access will be carried out at MSSL but all project data other than catalogues will be held solely at RAL.  

The data will be stored in the Hierarchical Storage Management (HSM) system at RAL.  This consists of an SGI Altix 350 system running the Data Migration Facility (DMF) software [DMF].  This software manages the movement of the data to a hierarchy of disk and tape.  It also manages the space in the filesystem.

A user interface has been developed that is based on the Astrogrid software being run by the UK Solar System Data Centre (UKSSDC) at RAL.  Again, the information about the files is held at MSSL, and the data will move direct to the user from RAL.

Data flow

The diagram shows the interaction between users in the solar research community, the instrument and the ground segment. Proposals are submitted for observations (“studies”) which, once accepted, are integrated by the Japanese Institute for Space and Astronautical Science (ISAS) into the satellite observation programme. Once data from the Extreme Ultraviolet Spectrometer (EIS) is received by the ground segment at ISAS it is reformatted as raw (“level 0”) FITS files then transferred to the Atlas DMF at RAL using GridFTP [GridFTP]. Data from other instruments will be similarly transferred, as level 0 and level 2 FITS files. Following transfer, a notification is sent to MSSL containing details of the files transmitted. The Catalogue Manager at MSSL then accesses the DMF to retrieve recent EIS level 0 data. 

The EIS data processing pipeline will run at MSSL. Here, level 0 data is processed into level 1 (intermediate) and level 2 (science products).  The resulting FITS files are sent to the DMF for storage, again using GridFTP. 

The MSSL Catalogue Manager will periodically poll the DMF to ensure that the DMF does hold two archive copies of all data Solar-B data. Once this is confirmed for the EIS level 1 and level 2 files, they can be deleted from the MSSL cache. More generally, it is necessary for the Catalogue Manager to hold sufficient status information about Solar-B data within the DMF so as to be able to process user data requests. 

MSSL will act as the UK point of contact for research community access to all Solar-B science data. The community will use a web-based system to access the catalogue and generate commands to transmit science products from the DMF into the user’s MySpace. This is described in the next section.
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Figure 1 Solar-B data flow

Solar-B User Access

The Solar-B user access prototype exhibits functionality that will allow UK solar users to execute an AstroGrid [AstroGrid] workflow that performs two tasks. First, a data search is executed to identify Solar-B stored in the ATLAS datastore facility. Second, files matching the user’s request are transferred to the user’s AstroGrid MySpace area via a third party transfer. For the prototype, EIT files from SOHO (Solar and Heliospheric Observatory, [SOHO]) have been uploaded to the ATLAS datastore. The FITS header keywords from these files have been transferred to a MySQL database hosted at MSSL.  The production version of the user interface will access the files direct from the NFS mounted DMF controlled disk.

To enable data searching, an AstroGrid DataSet Access (DSA) module has been installed on a web-visible machine at MSSL and configured for access to the prototype database. The DSA module and database exist on separate machines to represent a publicly visible DSA instance integrated with a database on a machine that is not publicly visible; however, these two pieces of software can be deployed on the same machine if desired. Once the DSA module can successfully communicate with the database, the DSA is registered with an AstroGrid registry; registration makes the Solar-B dataset searchable by the virtual observatory. Users can query the Solar-B metadata by submitting an Astronomical Data Query Language (ADQL) [ADQL] query, an XML packet that is translated to SQL by the DSA module.  The query’s result is an XML file in VOTable format [VOTable] containing metadata from the MSSL Solar-B database, such as FITS (astronomical and image metadata) header keywords and file location as a URL.

Data searches can be executed as a step in an AstroGrid workflow, and data retrieval is a logical second step. Although the Solar-B files held in ATLAS are not publicly visible, a publicly visible machine within the UKSSDC can stage files in a web accessible area. This machine hosts a servlet that, when called, executes the ATLAS tape command with tapeID, file number, file name and file owner as input parameters. In the production version the machine can mount the  Solar-B DMF area as a read-only filesystem and generate the necessary URLs to access the data.  The file is retrieved from ATLAS to the staging machine and is visible to the user as a URL. The user can transfer many files to the AstroGrid MySpace by running an AstroGrid Client Runtime (ACR) script from the AstroGrid workbench that uses the astrogrid.ioHelper.getExternalValue method to parse through a list of URLs supplied from the VOTable in the data search described above. The getExternalValue method creates an input stream from the contents of each URL that spawns the retrieval of files from ATLAS. An output stream is created for a new file in MySpace, and the contents of the input stream are written to the output stream. The user can then browse the retrieved Solar-B files in his or her MySpace browser.
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Figure 2 User access

Security

The data that is ingested into the archive comes from sites in Japan and the US.  Tapestores usually support two groups of data transfer protocols: a local and a remote one.  The local protocol is relatively lightweight with a simple authentication mechanism, and no data encryption.  Remote protocols often provide encryption, and almost always have secure authentication methods.

Generally, for security reasons it is not appropriate to use the local protocol over the wide area network (WAN).  It has often been done in the past, mainly for convenience, but sites are getting increasingly worried about protecting themselves and their tapestore facilities, and users are getting worried about access to and protection of their data.  Even users who do not require encrypted transfers (data confidentiality), still need to know that the data has been written by an authenticated user, and that the data has not been altered in transit either by mistake or by a malicious attacker.

The Atlas datastore local protocol does not provide sufficient security for this, so in this project we decided to use GridFTP [GridFTP] to transfer data across the WAN.  GridFTP combines Globus Grid security [GSI] with good file transfer performance.  In the security model both users and hosts authenticate to each other using X.509 certificates [X509].

Another advantage of GridFTP is the ability to do "third party" transfers.  This means that users at MSSL can transfer data from the Japanese site, ISAS, to RAL, without having to copy the data to MSSL over slower network links.

To set up this transfer, we needed to identify appropriately trusted Certification Authorities in the relevant countries, to issue certificates to all the users and hosts.  This was easy for the UK and Japan. Both countries have national Grid CAs: the UK e-Science CA [UKCA] and its Japanese counterpart [AIST].  Since CAs know and trust each other, it was easy to get the CAs to establish trust on behalf of the users.  The US is slightly more tricky because there is no CA covering all of the US, but the Japan-UK links was highest priority. Lockheed, one of the US partners, will be transferring data initially to ISAS, and from there it will be replicated to the UK via the GridFTP link.  

    Using the existing Grid CAs is by far the best option because the CAs have already negotiated trust globally [IGTF].

RAL data storage

For this project the data will be stored in a Hierarchical Storage Management (HSM) system.  The HSM uses the Data Migration Facility (DMF) [DMF] software provided by Silicon Graphics Inc. (SGI).  The hardware is based on a 4 processor Atltix 350 system running Suse linux and the SGI ProPack software.

The DMF system allows the users or as in this case the application to just use the filesystem provided without having to worry about managing the space or worrying about the security of the data.

The DMF software fulfils two roles.  The first is the migration of data from the primary disks to (in our case) other hierarchies of disk or tape. The second function is the automatic management of the space in the file-systems. 

To migrate the data to other storage hierarchies, policies are created that use various Media Specific Processes (MSP) to move the data.  At RAL we have configured the system to create two copies of all the data.  If the file is smaller that 50MB then the first copy of the data is written onto another set of disk.  This allows for fast retrieval of small files.  The second copy of the data goes onto tape.  For all other file sizes, the data is written to two separate sets of tape.  In both cases the second set of tapes are removed from the robot and are stored in a fire-safe.

Once the files have been migrated to a MSP, the file becomes “dual state” with a copy of the data on disk and at least one else-where.  This is the first stage in the data migration process.
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 Figure 3  DMF.  Copyright SGI Inc 2006 [image: image4.jpg]



To manage the free space in the file-systems a series of policies are created that specify the levels at which the percentage space is to be maintained in the filesystem.  These levels are “free space minimum”, “free space target” and “migration target”.

· “free space minimum” specifies the minimum percentage of filesystem space that must be free. When this value is reached, DMF will take action to migrate and free enough files to bring the filesystem into line with the policy. 

· “free space target” specifies the percentage of free filesystem space DMF will try to achieve if free space falls below “free space minimum”. 

·  “migration target” specifies the percentage of filesystem capacity that is maintained as a reserve of space that is free or occupied by dual-state files. DMF attempts to maintain this reserve in the event that the filesystem free space reaches or falls below “free space minimum”.
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Figure 4. Filesystem space management. 
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This is the second stage of the data migration process.  Once a file is dual state it is easy for DMF to free up the space, as it already has a copy of the file on an MSP,  so the data can be deleted from disk.

The recall of the files is again automatic.  As soon as there is an open request for the file, the kernel will direct the request to the DMF system.  The open will wait until the system has recalled the data from the MSP.

The files look like normal files either locally or via NFS.  If a user wants to see  what state a file is in from the DMF point of view, then DMF provides the “dmls” or “dmstat” commands.  These are available as client commands on some versions of Linux.

The file-systems are backed up using a modified dump programme that is aware of the state of the files.  If a file is dual state i.e. it has a copy on disk and a copy in a MSP (tape for example)  then the dump program will only backup the inode information.  If the filesystem, or individual file, is restored from the backup,  then the file will be in a off-line state, and when the user access the file the data will be restored from the MSP.  Care has to be taken to make sure the backups and the backups of the DMF database are kept in step.

DMF also allows files that are accidentally deleted to be recovered.  When a file is deleted, it is removed from disk, but an entry is still kept in the DMF database.  The files become “soft deleted”.  After a pre-determined period (30 days by default) the soft-deleted entries are hard deleted and the space in the MSP freed up.  After this there is no way to recover the file.

Conclusion

In this paper we have demonstrated how we have built an international datagrid for UK participation in the SolarB project.  Using existing data management components, data is transferred securely from the downlink in Japan to the UK where it is cached at RAL's Atlas Petabyte Store.  From there it is then imported into AstroGrid's MySpace for analysis.

The whole process is controlled from MSSL at UCL.
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