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Abstract 
CCLRC is involved in the development of grid and data management tools for a number of e-Science projects in the UK including the Natural Environment Research Council (NERC) funded "Environment from the Molecular Level" [1]. CCLRC’s web services based multidisciplinary Data Portal [2], uses an XML metadata model of scientific data [3] to explore and access the content of data resources within CCLRC’s main laboratories in the UK and other facilities in Europe. Last year CCLRC  adapted the Data Portal for the project so that earth scientists could store and access their own metadata and datasets, and simultaneously access related metadata and datasets from other facilities around the world. To achieve this the Data Portal was redeveloped using Web Service technology so that the internal services could be accessed via any user interface or system specific to the e-science project community. Previously, access was provided only via a standard web browser.

1. Introduction
The "Environment from the molecular level" (e-Minerals) project is a pilot project focused on fundamental science problems associated with key environmental issues such as nuclear waste storage and pollution.  

Aside from the scientific issues, this research is challenging both in terms of the computational power required to tackle realistic system sizes with the required accuracy and the data management issues related to handling large amounts of data over a distributed virtual organisation. Hence the use of Grid computing together with associated data management technology provides enticing opportunities to facilitate and enhance this work.

The project involves the collaboration of environmental scientists, scientific code developers and computer scientists from Bath University, Cambridge University, CCLRC Daresbury Laboratory, Reading University, the Royal Institute and University College London in the UK.

In this paper, we concentrate on the data management aspects of the project and specifically, how we have used web services to provide a decentralised, distributed environment for providing access to data, authentication, authorisation and session management.
2. Data Management Requirements

It is useful to describe the ad-hoc management of scientific data that is typical today. Computational scientists in particular tend to generate large amounts of data in text files as a result of molecular simulations or calculations. The resulting files are usually left on individual's machines or on the those used for computation. This makes access to the data within and outside their particular department or organization very difficult since there are few main repositories or catalogue systems available. Furthermore, there is a high risk of losing data and few backups are taken. 

Making this data available throughout the virtual organization brings its own issues such as security and availability. Therefore one of the aims of the project is to address these issues and create a secure infrastructure for finding and downloading data, to support collaboration across the distributed community.
We can break this down into a number of use cases:
- upload files for storage after computation from any compute facility 
- download files to a compute facility for further analysis

- view file contents

- annotate files with provenance information

- share files with other project members

- find files shared by other project members

To satisfy these requirements, a number of middleware tools have been developed. We will describe the overall architecture and a brief description of the tools below. 
3. Architecture
Figure 1 shows the geographical distribution of the various software tools deployed for the management of data. The Storage Resource Broker (SRB) [4] is used for managing files in a heterogeneous distributed environment. The SRB Server and database at CCLRC interacts with SRB software on each file server at Cambridge and London. Users can upload or download data files and arrange them in directories via a number of different tools. 
If desirable they can then annotate and share their files by creating studies and datasets information via the Metadata Editor developed at CCLRC and linking the datasets to directories in SRB. Others can then browse the metadata and download them through the Data Portal. A relational database [5] housed at CCLRC is used to store metadata.
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Figure 1. Overall architecture for data management

3.1. Metadata database

CCLRC has provided a relational database to store scientific metadata i.e. information about a particular area of study, who was involved, where and how it was it produced. The metadata stores the location of the data files in SRB. We use Oracle 9.2.0.5 with Real Application Cluster technology to provide fast and reliable storage. 

We have created a relational database schema that can be used in multi-disciplinary scientific areas as shown in Figure 2. A DATASET contains a description and the physical location of a directory of files. Datasets are grouped into a STUDY with a name, start and end dates and originator. It also links to a list of people in the PERSON table who are the investigators along with their contact details. 
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Figure 2. Relational schema for metadata

Each study has a list of associated categories in the TOPIC table. Users of the Data Portal use topics to find studies and datasets so it is important to capture as many relevant topics as possible.

We used this schema to create a catalogue of metadata  for a number of projects to hold annotation of data files along with their physical location in SRB.

3.2. Data Portal

This provides high-level access to multidisciplinary data via the web, linking to existing or new data catalogue systems. These catalogues include metadata as well as links to the data itself. The data may be held in various storage resources from local disks, over databases to multi terabyte tertiary tape systems. At the moment all the data for the e-Minerals project is held in file storage managed by the Storage Resource Broker.

The DataPortal provides common search capability via a scientific metadata format in XML. Information from the metadata database is transferred in this format. The common format also allows a cache of metadata to be held in memory to increase the search speed if necessary.
The Data Portal is used to share data with interested parties and amongst the group. SRB can also be used to share files amongst the group.

3.3. Why use Web Services?

We employ web service technology extensively in the Data Portal. One of the key reasons for this is to provide a means for other applications, possibly written in other programming languages, to use the Data Portal functionality. 
To illustrate this, we are developing a Compute Portal for submission of jobs on grid resources.  Users of the Compute Portal search for resources and applications and can submit jobs to High Performance Computers and Condor Pools.  One possible scenario is that a user who wishes to run a calculation with data at a remote facility. The web service infrastructure of the Data Portal would allow the Compute Portal to query the Data Portal for the data and then to transfer data to a machine where the calculation will run. 
Single sign on between the Compute Portal and the Data Portal will be accomplished through the sharing of session information between the separate Session Managers. A user wishing to use the functionalities available through the Data Portal could use their proxy credential stored in the Compute Portal's Session Manager to authenticate them to the Data Portal with GSI delegation of the user's credential. This is achieved first via mutual authentication between the two portals. Once the Data Portal Session Manager has established that the client is the Compute Portal, it trusts the delegation of the credential to the Data Portal Session Manager and starts a session on the Data Portal.  
Finally, web services provide the opportunity to distribute processing on a number of machines for load-balancing.

4. Architecture of the Data Portal
The current version of the Data Portal uses a modular web services model. This is achieved using Apache's Axis implementation of the SOAP (Simple Object Access Protocol) submission to W3C [6].  SOAP is a lightweight protocol for exchange of information in a decentralised, distributed environment. It is a XML based protocol, which defines a framework for representing remote procedure calls and responses.

Using SOAP and web services the Data Portal was decentralised into modules that represent an area of functionality.  For example, the Session Manager Web Service controls user state, Authentication Web Service communicates with the MyProxy server [7] to authenticate the user and Query & Reply Web Service sends queries to multiple XML Wrapper Web Services at each facility.  These services are platform and language independent allowing other services (other portals or clients) to communicate with the Data Portal regardless of the language in which they were written.  

4.1. Web Service Discovery

A Lookup Web Service is used by internal and external web service consumers for locating Data Portal web service modules.  Essentially it acts as an interface to a Universal Description, Discovery and Integration (UDDI) [8] registry containing the Web Services Definition Language (WSDL) [9] file addresses of all services. Web service consumers call the Lookup to get the WSDL of a service or list of services and then use this file to invoke the web service needed. We host this private UDDI simply as an administration tool since we run a number of Data Portals distributed across several servers. All the Data Portals use a single Lookup Web Service attached to our UDDI. 
4.2. Data Portal Functionality
The server provides the user with a Web Interface (standalone web application running under Apache Tomcat) to search the existing metadata both on the server itself and the connected data holdings transparently. 
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Figure 3. Basic search page

The user searches for data by selecting a topic on the Basic Search Page. To select a topic the user drills down a taxonomy of topics e.g. Environment/Pollutants/Arsenic. The incoming request is interpreted by the Web Interface and a query is sent to the Query & Reply Web Service (after discovering the service endpoint using the Lookup Web Service). Here is the service interface in the Query & Reply:

public org.w3c.dom.Element[] doBasicQuery( String sid, String[] facilities, String topic, Integer timeoutSecs) throws Exception

The Query & Reply checks if the session is valid by calling the Session Manager Web Service. Then it queries each XML Wrapper Web Service for metadata associated with the chosen topic. Each XML Wrapper searches a repository of metadata using the topic and sends the resulting metadata in XML. The Query & Reply collates the results and returns them in XML to the Web Interface. The Web Interface generates the required pages to display the results using XSLT.
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Figure 4. Data Portal architecture
4.3. Data Download or Transfer

The metadata returned include links as a URL to the data location either via SRB or via another data storage protocol.

The Data Portal system also provides the facility to collect all relevant datasets / data files in his personal shopping basket, which can be kept from one session to the next if required.
After searching and browsing metadata the user can select datasets and add them to their shopping cart. To add a dataset to the shopping cart the Shopping Cart Web Service provides the following method:

public Boolean addToCart( String sid, org.w3c.dom.Element element) throws Exception

If the user later opts to download the dataset the Web Interface calls the SRB Download Web Service.
The Data Portal offers the user a range of functionalities like transfer (using GridFTP, download), delete (from shopping basket), or if available offer other grid services to the type of data.
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Figure 3: Shopping basket screenshot

4.4. Authentication

Users authenticate with the Data Portal and our other tools via eScience X.509 certificates. We have installed a version of MyProxy, an online credential repository to store certificates and protected by a username and passphrase. When the user wants to access the Data Portal he enters the username and password. The Data Portal retrieves a proxy certificate from the MyProxy server on the user's behalf, and uses it to access the remote data resources. This means that the user can access the Data Portal from any machine connected to the internet without having to keep their certificate locally.
4.5. Authorisation

At each facility sits an Access & Control (ACM) Web Service and an XML Wrapper Web Service. During log in,  the user's proxy certificate is delegated to each facility's ACM. The ACM maps the user's distinguished name (DN) to a local user on their system and their access rights are returned to the Data Portal in the form of an XML document that we call an Authorisation Token. The Authorisation Token provides information regarding the read access to the facility, metadata and data respectively and  lifetime of the user's access rights. 

The ACM signs the XML document with the facility's private key and sends the Authorisation Token via SOAP back to the Data Portal which stores it in a database.  When the Data Portal sends a query to the XML Wrapper, it also sends the Authorisation Token.  The XML Wrapper can validate the signature of the Authorisation Token with the facility's public key.  Therefore the XML Wrapper can trust the access information regarding the facility given in the Authorisation Token.

The access information held within the Authorisation Token is specific to the facility that created that token and is only passed back to the XML Wrapper corresponding to the facility.


[image: image6]
Figure 5: Format of authorisation token

This architecture allows each facility to implement anything from fine-grained authorisation of individual users up to course-grained role-based authorisation.  

For example, one facility may wish to have two roles on their meta-database with read access and no access respectively and then assign their registered users to read access and everyone else to the no access role. This would ensure only users who have previously registered with the facility could access the metadata through the Data Portal. Alternatively, the facility may wish to assign a fine grained role approach for each user, such as only allowing users to view data from a particular scientific area.  

5. Summary
In a collaborative environment where we are bringing together a number of different technologies, applications and platforms, we have found web services a useful way of integrating the various parts. For example, the linking together of high performance computing and the storage of data in repositories is just one of the ways users benefit from an integration of these services. This paves the way for customised portals that allow scientists to manage their workflow from data discovery, analysis, results storage to sharing data to the wider community.
Furthermore, since we use XML as a common format to collate metadata from different database schemas, data-centric web service methods have been instrumental in being able to return it to the web service consumer whether it is the Data Portal's own web interface or a calling application.
Some of the drawbacks we have found involve the statelessness of web services. For example we have to store our session information in a database instead of in memory as you can with a standard web application.
Also, splitting the functionality into a number of web services and on a number of machines increases the number of points of failure.

Overall the users have benefited from the integration of the different data resources since they now have access to more external data resources than in previous times.
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<?xml version="1.0" encoding="UTF-8"?>


<attributeCertificate>


	<acInfo>


	<version>1.0</version>		<holder>/C=UK/O=eScience/OU=CLRC/L=DL/CN=glen drinkwater</holder>


<issuer>EMAILADDRESS=ca-operator@grid-support.ac.uk, CN=CA, OU=Authority, O=eScience, C=UK</issuer>


	<issuerName>ACMEMIN</issuerName>


	<issuerSerialNumber>1</issuerSerialNumber>


	<signatureAlgorithm>SHA1withRSA</signatureAlgorithm>


	<validity>


	<notBefore>2004 0 27 13 35 28</notBefore>


	<notAfter>2004 0 27 14 38 10</notAfter>


	</validity>


	<attributes>


		<DPView>t</DPView>


		<wrapperGroup>t</wrapperGroup>


		<dataAccessGroup>t</dataAccessGroup>


	</attributes>


	</acInfo>


	<signature>e/CUhswgw6yhnI9/+gGbiTB9o0dcsijIE19PmODBjjPB3JntF4+3OMkB+uKliwXd5xVGa9AEH/HrHca+3/qiRJPu</signature>


</attributeCertificate>








