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ABSTRACT

Krylov space methods minimizing the 2-norm of the residual (GMRES and MINRES are
classical examples) requires the solution of relative small linear least squares problems. The
matrix modelling this least square problem is of upper Hessenberg type and the right-hand
side is a multiple of the first column of the identity. We specialize some classical roundoff
results for Givens (Householder) method to this case pointing out some peculiarities that
are useful in the error analysis of Krylov methods such as GMRES, MINRES, and Flexible
GMRES.
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1 Introduction
We consider linear least-squares problems

min b — Hyll (L1)

where H € RFTD*F ig an upper Hessenberg matrix. In particular, we are interested in the case
when the vector b is a simple multiple of e; the first column of the identity matrix of order k4 1.
This special case arises from the use of the Arnoldi process in GMRES and Flexible GMRES
methods (see Arioli and Fassino (1996), Drkosova, Geenbaum, Rozloznik and Strakos (1995),
Paige, Rozloznik and Strakos (2006), and Saad (2003)). The computation of y is performed in
two stages

The Givens (or the Householder) algorithm computes elementary rotations (or reflections in
the case of Householder) G® in order to reduce the matrix H to the upper triangular form U:
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Then, we compute
k
a=]Jc"=|" |
i=1 q2
and solve the system
Uy =aq. (1.2)
We must immediately note that
b — Hyl| = g (1.3)
Moreover, if b = Se; we have that
g = BJ[(-1Vsici i=1,... .k (1.4)
j=1
k .
o = B[J(-1)s (1.5)
j=1

Therefore, if s; < 1 for all 7 then the vector g entries are decreasing in absolute values when ¢
increases. Finally, we point out that in this case and when H € R"*", (1.1) is consistent and the
residual is zero.



An other important related problem is the updating of H by the addition of a column and a
row that leave the new H still upper Hessenberg. Let H (i+1) the updated matrix obtained from
HY =H, ie.

. H®O p
HOHD = ! (1.6)
0 hy

Moreover, if b = Be; and s; < 1 for all ¢ the residual of the updated problem decreases.

2 Roundoff error analysis

In the following, we will denote by ¢,(n,j) functions that depend only on the dimension n and
the integer j. We will avoid a precise formulation of these dependencies, but we assume that
each c,(n,j) grows moderately with n and j. Finally, if B € R"*™,n > m is a full rank matrix,
we denote by x(B) = ||B|| ||BY|| its spectral condition number where B* = (BT B)~!'B. For all
matrices and vectors we denote by | B| the matrix or vector of the absolute values.

Lemma 2.1. Applying the QR factorization with Givens rotations to solve

min [|Se; — Hyl| (2.7)

using finite-precision arithmetic conforming to IEEFE standard with relative precision € and under

the condition )
0.1 > co(n)e k(Hy) + O(e?)  VE, (2.8)

there exist an orthonormal matriz G[k}, a vector g%, and an upper Hessenberg matriz H such
that the computed value gy satisfies the following relations

g, = argminy | |G (Ber + ¥l — (Hj, + AH)y)||,

~ - (2.9)
|AH|| < e1(k, e ||Hi || + O(e?) and ||gM]| < ca(k, 1)e B + O(e?).
Moreover, the residuals
ay, = ||G™ (Ber + g™ — (Hj, + AH)TE) |,
satisfy the equations
— 311k 185, k )
o = B(IT—ol5i1) (T2 + ) 210
Gl <e Vi
If
5] <1—¢, (2.11)

we have that oy, is strictly decreasing to zero and o = 0 for some value of/;; <n.

Proof. The floating-point computation of the matrices G gives

I

FUGD) = GO = - i=1,.. k
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The G matrices are also applied to the vector B3e; and, from the error analysis presented by
Wilkinson (1965) (see also Gentleman (1973), Golub (1965), and Higham (2002)), the floating-
point arithmetic will produce an exact orthogonal matrix GI¥! such that

FUGH) ...GWBe) = GHF(Bey + gl
FUGEH ...V = M, + Ag}gl)%
IAED || < es(k, Ve ||Hyl| + O?).

Second, the g vector is computed by solving the upper triangular system. The standard

backward substitution algorithm will introduce an additional perturbation AH Igz) of Hj, but will
)

leave the perturbation ¢g/¥! untouched. The perturbation AH ,f will also have the same upper

Hessenberg structure of Hy, and
1A < cak, e || il + OE).

This follows from the upper triangular structure of the perturbation to Uy induced by the back-
ward substitution algorithm, and from the structure and orthogonality of G!*/. Finally, we point
out that in the relations (2.9) we have see (2.8)

AH;, = Aﬁ,gl) + Aﬁm, and

C1 (ka 1) = C3(k7 1) + C4(k7 1)
where ¢;(k, 1) is the constant of (2.8) Moreover, because of the special structure of Be; and the
orthogonality of GI¥ we have

=0 j=k+1...n

and, denoting by hlFl = fI(G*) ... GV Ge;), we have

ap = |IG®(Ber + ¥ — (Hy + AH)7)| (2.12)
= (G (Ber + gH)aal| = 1B .
A direct analysis of Al shows that
(A = Ba+m)  lwl<e
o= Bata)  fal<e
7#1 :7#*] j=1,...k—1, k>2,
n = REE (L ) el <e
[ Fidy = hy s +G) (Gl <e.
Formula (2.10) follows immediately by recurrence. O



3 Convergence problems for GMRES

The analysis presented in the previous sections is related to the Arnoldi process and in particular
to the GMRES algorithm and its variants such as Flexible GMRES, see Saad (2003), Arioli and
Fassino (1996), Drkosova et al. (1995), and Paige et al. (2006).

The Arnoldi algorithm applied to the matrix A computes, starting with an arbitrary vector
wy and in exact arithmetic, an orthonormal matrix W and an upper Hessenberg H with entries
hiv1;>0%=1,...,n. In particular, the first column of W is wy.

The decomposition

AW =WH (3.13)

is one of many possible decompositions that can be computed changing the initial vector w;.
Let E; € R™* be the matrix of the first & column of the n x n indentity. The GMRES
method can be seen as a truncation of (3.13)

AWE, = WHEy = Wi1 Hy. (3.14)

From the previous analysis it is straight forward to see that GMRES residual can stagnate if and
only if the first row of H has its first n — 1 entries equal to zero. In this case all the residuals
will be equal to the norm of wy until step n when the final residual collapses to zero if A is non
singular.

Reversely, if the residual at step k does not decrease then the value of s in the Givens matrix
G®*) will be equal to 1 and G is the permutation matrix swapping rows k and k + 1. The value
of s = 1 if and only if Ay, = 0 and hgy1x > 0, thus, if all residuals are equals the first n — 1
entries of the first row of H must be zero.

We point out that the any upper Hessenberg matrix having this property is the permutation
of an upper triangular matrix with positive entries on the main diagonal

H=PU (U);>0i=1,...,n (3.15)
where P is the circulant shifting permutation matrix such that

PEZ‘ = €41 izl,...,n—l

Pen = e1.
Therefore, the manifold
M={A: A=WPUW' W'W =1U;; =0i<j, U;s>0i=1,...,n}

is the manifold of all the matrices for which exists a vector wy such that if we apply GMRES to
the system
Ax = w;

we will have convergence only after n steps. This generalizes the result presented by Nachtigal,
Reddy, and Trefethen (1994) (see example C page 788).

Finally, owing the presence in (3.13) of both W and its transpose we can assume that W €
SO(n) (Hall 2004, Rossmann 2002) the special Lie group of orthogonal matrices. Moreover,
U € U where U is the Lie Group of the upper triangular matrices with positive diagonal entries.
Following Hall (2004) and Rossmann (2002), we can also write each matrix A in 91 as

A=eSPeVe™d (3.16)



with S € so i.e ST = —8 (S skew-symmetric), and V an upper triangular matrix with any
assumption on the non singularity of V.

From Lemma 2.1, it is straight forward to see that in presence of roundoff the matrix H will
be perturbed by small quantities in each entries. The resulting perturbed matrix H will have
small entries in the first row. However, the convergence will be still quite slow.

4 Conclusions

We have proved that the Givens algorithm applied to problem (2.7) is backward sable. The main
result is useful in proving the backward stability of the GMRES (Flexible GMRES) algorithms:
in particular equation (2.10) has a critical role in the proof of the backward stability of both
GMRES and Flexible GMRES.

The backward stability will generate perturbation that will marginally influence the theoret-
ical convergence of the residual oy to zero. Finally, we introduce a novel characterization of the
class of nonsingular matrices for which GMRES will converge only after n steps.
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