
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This is the author’s final, peer-reviewed manuscript as accepted for publication (AAM). The version 

presented here may differ from the published version, or version of record, available through the publisher’s 

website. This version does not track changes, errata, or withdrawals on the publisher’s site. 

Published version information 

Citation:  NP Funnell et al. “Structural behaviour of OP-ROY at extreme conditions.” 
CrystEngComm, vol. 21, no. 30 (2019): 4473-4483. 
 
DOI: 10.1039/C8CE01946K 
 

This version is made available in accordance with publisher policies. Please cite only 
the published version using the reference above. This is the citation assigned by the 
publisher at the time of issuing the AAM. Please check the publisher’s website for 
any updates. 
 

This item was retrieved from ePubs, the Open Access archive of the Science and Technology 

Facilities Council, UK. Please contact epubs@stfc.ac.uk or go to http://epubs.stfc.ac.uk/ for 

further information and policies. 

Structural behaviour of OP-ROY at extreme conditions 
 

Nicholas P. Funnell, Craig L. Bull, Christopher J. Ridley  

and Silvia Capelli 

http://dx.doi.org/10.1039/C8CE01946K
mailto:epubs@stfc.ac.uk
http://epubs.stfc.ac.uk/


Journal Name

Structural behaviour of OP–ROY at extreme
conditions†

Nicholas P. Funnell,∗ Craig L. Bull, Christopher J. Ridley, and Silvia Capelli

The effects of high pressure and low temperature have been explored on the ‘orange-plate’ (OP)
form of the highly-polymorphic 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile molecu-
lar crystal structures. Neutron powder and single-crystal diffraction measured up to 9.3 GPa and
40 K, respectively, show that the crystal structure is robust, retaining P21/n symmetry over the
pressure and temperature range studied, even though it is revealed to be quite soft, having a bulk
modulus of 4.3(3) GPa. Intermolecular and lattice energies become progressively less favourable
with pressure, relative to the thermodynamically-stable ’yellow’ (Y, P21/n) form, showing that the
kinetic barriers to transformation, stabilising the material, persist from ambient to extreme condi-
tions.

1 Introduction
Polymorphism in crystalline materials can present considerable
challenges to controlling crystal structure, especially in cases
where kinetics dominate over thermodynamics. These dif-
ficulties are well-documented, particularly for computational
structure prediction where likely candidates are often pro-
posed on the basis of relative thermodynamic stabilities, and
also in selective polymorph growth, where subtleties in crys-
tallisation conditions can promote formation of kinetically
stable forms instead.1,2 5-methyl-2-[(2-nitrophenyl)amino]-3-
thiophenecarbonitrile (molecular structure shown in Figure 1)
ranks among the most polymorphic organic substances known,
where kinetics play a major stabilising role, and is consequently
one of the more well-studied molecules in the chemical crystal-
lographic literature.3–9 It is thought to exhibit at least ten solid
forms under ambient conditions, the majority of which exhibit
significant metastability which has enabled their full structural
characterisation; only two of these now remain undetermined
following recent publication of the eighth structure (‘R05’-form),
solved from powder diffraction data.10,11 None of the forms
have clearly-related crystal structures and are all visually distinct
macroscopically, exhibiting different morphologies and colours.
The strong variation in colour (red, orange, and yellow), has led
to the colloquial ‘ROY’ name being used to refer to the material
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calculated torsion angles and corresponding fits, thermodynamic energy calcula-
tions, low-temperature structures showing disordered methyl group orientations,
and void-space diagrams. See DOI: 10.1039/b000000x/. CCDC 1878576–1878594.

in general, where the individual polymorphs are currently named
according to their physical characteristics (and sometimes year
of discovery), for example ‘ORP’ refers to the ‘orange-red plate’
form. Additional complicating factors in the phase behaviour of
ROY are its ability to cross-nucleate and that all known phases
have been observed to crystallise concomitantly from the melt
and solution.12

The rich phase behaviour of ROY, coupled with the propen-
sity for multi-gigapascal pressures to drive crystalline transitions,
motivated an earlier study by one of us to explore whether pres-
sure could be used to influence the free energy of the ‘Y’-form
(yellow, P21/n) crystal structure,13 potentially overcoming any
kinetic metastability that otherwise allows so many of the ROY
polymorphs to coexist. Intriguingly, we found that although the
material progressively changed colour with increasing pressure,
from yellow to red, the crystal packing remained unchanged.
This piezochromic behaviour can be ascribed to flexibility inher-
ent to the packing motif, and intramolecular geometry, namely
the SCNC torsion angle (hereinafter referred to as ‘τSCNC’, and
illustrated in Figure 1) which varies by as much as 91◦ between
the most extreme conformations within the ROY family, adopted
by the ‘YT04’ and ‘R’-forms.

Although we previously found no crystallographic change in
the Y-form under pressure, or temperature (on cooling to 30 K),
it is thought to be the most thermodynamically stable of the ROY
polymorphs. It is in this context that we turn to another of the
ROY phases—the ‘OP’ (orange-plate, P21/n) form which is less
energetically favoured under ambient temperature and pressure
conditions. The Y-form accommodated pressure-induced volume
reduction, in part, via significant intramolecular flattening of the
molecule whereas in the OP-form, the nitrophenyl and thiophene
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Fig. 1 The molecular structure of 5-methyl-2-[(2-nitrophenyl)amino]-3-
thiophenecarbonitrile. The molecule exhibits considerable flexibility
about the SCNC dihedral angle τSCNC, shown with the red arrow.
Hydrogen atoms are omitted for clarity.

groups are already closer to co-planarity under ambient condi-
tions, reducing the extent to which the molecule can be deformed,
thus forcing the effects of pressure to be taken up elsewhere in
the crystal structure. We report the outcome of neutron powder
and single-crystal experiments to 9.3 GPa and 40 K, respectively,
that aim to probe the stability of the OP phase and contrast its
behaviour against that seen in the relatively-stable Y-form.

2 Experimental
2.1 High-pressure neutron powder diffraction
High-pressure neutron powder diffraction data were collected on
the PEARL diffractometer at the ISIS neutron and muon facility—
details on the PEARL instrument and the associated experimen-
tal and data-correction procedures, described in this section, are
given in ref. 14. Three separate experiments were peformed; in
all cases, a hydrogenous, phase-pure sample of OP ROY (used
as supplied by TCI Chemicals) was loaded into a null-scattering,
encapsulated, titanium–zirconium gasket15 with a lead pellet to
act as a pressure marker. Hydrostatic compression conditions
were achieved by using a perdeuterated methanol–ethanol mix-
ture, in a 4:1 volume ratio. The gasket was loaded in a V3 Paris–
Edinburgh (PE) press, equipped with zirconia-toughened alumina
(ZTA) anvils for the first two experiments and single-toroidal sin-
tered diamond anvils for the third.16 Time-of-flight (ToF) diffrac-
tion data were collected across the d-spacing ranges 0.5–4.1 and
4.2–8.0 Å, the latter achieved by taking advantage of the pulse
structure at ISIS and counting the fourth pulse for twice as long as
the first three. In the first experiment, data were collected at the
following applied loads: 5, 20, 30, 35, 40, 50, and 57.5 tonnes,
the second experiment covered the range 5.5–11.5 tonnes in 1
tonne increments, and the third collection was carried out at 95
tonnes. Beam attenuation by the anvils was accounted for using
an in-house procedure. Data were normalised against vanadium
and absorption-corrected using Mantid.17

2.2 Low-temperature neutron single-crystal diffraction
A suitable single crystal of hydrogenated OP ROY for neutron
diffraction, measuring approximately 4× 3× 2 mm, was grown
via slow evaporation of acetone from a saturated solution. Neu-
tron diffraction data were collected on the SXD instrument at the
ISIS neutron and muon facility, using the ToF Laue diffraction

method.18 The crystal was attached to the tip of an aluminium
pin and mounted in a cryo-cooled refrigerating (CCR) device.
Data were collected at 293, 150, 100, 60, and 40 K, measuring
each crystal orientation for ca. 4, 3, 2.5, 2, and 2 hours, re-
spectively, over a total of five orientations at each temperature.
The diffraction peaks were initially indexed with unit cells avail-
able from our own unpublished X-ray measurements at the cor-
responding temperatures. Bragg intensities were extracted using
the 3D-profile fitting method implemented in the SXD2001 soft-
ware19,20 and corrected for the Lorentz effect.

2.3 Density functional theory calculations

Geometry optimisations were performed using CASTEP 7.0.3
where starting coordinates were taken from preliminary refine-
ments against the powder diffraction data.21 The unit cell pa-
rameters were held fixed to experimentally-determined values
and the coordinates were allowed to optimise with P21/n sym-
metry. The PBE exchange-correlation functional was used with
the Grimme dispersion correction scheme, along with ultra-soft
pseudopotentials.22–24 Convergence testing of plane-wave cutoff
energies and the k-point grid size determined optimal values for
these of 1200 eV and 3×2×2 Å−1 (OP–ROY) or 3×2×3 Å−1 (Y–
ROY), respectively. Relatively stringent convergence criteria were
set as follows: total energy per atom, 5×10−6 eV Å−3; maximum
force, 0.01 eV Å−3; maximum displacement, 5×10−4 Å; and max-
imum stress of 0.02 GPa.

2.4 Intermolecular interaction calculations

Electron densities for ROY molecules at each pres-
sure/temperature were calculated using Gaussian09 at the
MP2 level, using a 6-31G(d,p) basis set.25 Density grid sizes
were identified by the pixmt2 module in the PIXEL suite of
programs.26,27 The resulting density files were used with the
PIXELC module to calculate intermolecular energies greater than
3 kJmol−1; calculation parameters were all set to default values.
Interactions were visualised using the processPIXEL software.28

2.5 Normal coordinate analysis

The temperature dependence of the anisotropic displacement pa-
rameters (ADPs) from multi-temperature single crystal neutron
diffraction was analysed using the Bürgi-Capelli method, as im-
plemented in the program NKA.29,30 A unique set of normal
modes was used to describe the ADPs at all temperatures and the
model of motion was defined within an orthogonal coordinate
system where the x-axis was aligned with the C7 and C1 atoms
(bonded either side of the secondary amine); the y-axis aligned
with the amine N-H bond; and the z-axis placed to complete a
right-handed Cartesian system.

2.6 Refinement strategies

High-pressure powder data were refined using TOPAS 5.0.31 Fol-
lowing determination of the unit cell parameters using the Paw-
ley method, preliminary Rietveld refinements were carried out
where the molecules were described using a Z-matrix. Single
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Fig. 2 Rietveld refinement of ROY OP at 5.8 GPa, RBragg=0.01105;
complete fitting statistics are given in Table 1 and in the ESI†. The
d-spacing ranges over which the data were usable are shown: 0.7–4.1 Å
and 4.2–6.8 Å on the left and right, respectively. The full patterns are
shown in the ESI†. Data points are shown in black, the fit with a red line
and the residual with a blue line. Pink tickmarks indicate reflections from
the ROY sample only—indicators for the Pb and ZTA contaminants are
omitted for clarity, although these still contribute to the fitted profile. Note
that a factor of four in counting statistics and a decrease in neutron flux
as a function of increasing wavelength is responsible for the markedly
different signal-to-noise between the two fitted regions.

parameters were used for aromatic C–C bonds and angles, N–O
bonds,C–H/N–H bonds and C=C/C=S double bonds in the thio-
phene group. The methyl group was constrained to have C3v point
symmetry but allowed to rotate freely. The nitro group was con-
strained to have C2v symmetry about the C–N axis. Torsion angles
that were not constrained to be 0 or 180◦ according to aromatic-
ity rules were permitted to refine freely. A common isotropic dis-
placement parameter was refined for all non-hydrogen atoms and
displacement parameters for hydrogen atoms were set to 1.2×
this value. Starting values for all Z-matrix parameters were taken
from the previously reported values for OP ROY in the Cambridge
Structural Database (CSD refcode: QAXMEH03).32 Data quality
did not permit stable Rietveld refinement at the highest-pressure
of 9.3 GPa; only Pawley refinement was possible.

Each dataset was then re-refined, this time using the CASTEP-
optimised results to inform restraints on torsional geometry,
owing to some insensitivity to these features in the initial
refinement—this procedure is discussed in more detail later. Re-
finement statistics for select pressures are available in Table 1; all
datasets can be found in the ESI†. A representative Rietveld fit is
shown in Figure 2, for data at 5.8 GPa.

Final cell parameters for the single-crystal data, at each tem-
perature, were refined against the fitted positions of the Bragg
reflections after 3D profile integration. The starting models for
structural refinement were based on the atomic coordinates of
the non-hydrogen atoms from the X-ray structure at room tem-
perature, while all hydrogen atoms were located from neutron
Fourier difference maps. At all temperatures except 40 K large
negative residual peaks in the difference maps reveled the pres-
ence of additional methyl hydrogen atoms, indicating rotational
disorder of the group. The disorder was modelled with three pos-
sible orientations at 293, 150 and 100 K and two orientations at
60 K, using restraints on the C–H and H· · ·H distances and group
isotropic displacement parameters for the hydrogen atoms. Only
a single methyl orientation was identified for the 40 K dataset

and anisotropic displacement parameters for the hydrogen atoms
were used; the resulting ellipsoids were elongated perpendicular
to the C–H bond attesting that a non-negligible level of vibration
was still present. All structures were refined by full matrix least
squares against F2 using SHELXL.33 A summary of refinement
details and agreement factors is given in Table 1.

2.7 Neutron scattering from hydrogenated materials

Deuterated materials give a superior neutron scattering signal
compared to their hydrogenated counterparts, however, in some
cases deuteration is not possible, and occasionally undesirable.
Substituting hydrogen for deuterium is well-known to modify
phase boundary locations, but infrequently it has also been ob-
served to induce isotopic polymorphism,35–37 and, rarely, a com-
bination of these phenomena.38 Furthermore, perdeuterated ma-
terials may simply be prohibitively difficult to synthesise, as is the
case for ROY, having hydrogen atoms in several different chemi-
cal environments and a wide variety of functional groups on the
molecule. Only the amine hydrogen atom can be exchanged read-
ily using deuterated solvents, and this leads to an increased pref-
erence for the Y form.39 Although neutrons are still sensitive to
the hydrogen atom nucleus, this is often obscured by its large
incoherent scattering cross-section, resulting in elevated back-
ground levels. However, theory suggests that the issues arising
from the incoherent contribution can be reduced by using a small
sample volume (although this has not clearly been observed ex-
perimentally),40 as is necessarily the case for high-pressure ex-
periments where a typical sample volume for the PE press is
ca. 66 mm3 or less. While data quality would certainly be im-
proved if deuteration were possible, successful neutron-powder
refinements have been reported for hydrogenous materials.41,42

The effects of hydrogenation are less severe for single-crystal ex-
periments; the incoherent scattering contributes to the overall
background, so integration of a few discrete regions of the diffrac-
tion pattern (i.e. the Bragg peaks) only includes a small propor-
tion of the incoherent scatter.

3 Results

3.1 Compression

Up to the maximum pressure measured here, the OP crystal struc-
ture remained in the same P21/n phase as the ambient form.
The unit cell dimensions, reformulated as a set of orthogonal
directions X1 ≈ a− 0.1c; X2 ≈ −0.5a− 0.9c; X3 = b, show that
the compressibility order is X1 >> X2 > X3, decreasing by 19.93,
5.97 and 4.49%, respectively. This led to an overall reduction
in cell volume of 28.0%, decreasing from 1199.9(4) Å3 (ambi-
ent pressure dimensions obtained from the CSD—QAXMEH03) to
863.7(7) Å3. A third-order Birch–Murnaghan equation of state,43

fitted to the unit cell volume data using PASCal,44 found the bulk
modulus B0 to be 4.3(3)GPa with B′ = 15.3(9) and a refined V0

of 1214(4) Å3, indicating a highly-compressible structure. Figure
3 shows plots of the axis compressibility curves and the Birch–
Murnaghan fit to the cell volume data. As pressure increases,
the molecule flattens relative to its ambient form—a side-by-side
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Table 1 Refinement details for select high-pressure and low-temperature data collections. Only Pawley refinement could be performed against the
data measured at 9.3 GPa. R1 figures of merit are given for single crystal data, RBragg for Rietveld-refined structures (this has been shown to be more
reliable than Rwp for neutron powder diffraction on H-containing materials) 34 and Rwp for the Pawley refinement at 9.3 GPa, as structural parameters
are not available. The use of the Pawley method means reflection intensities can be refined directly, hence the large number of parameters for the data
at 9.3 GPa. The differing number of parameters between the remaining data can be ascribed to the need to refine a ZrO2 impurity phase in some data.

Presssure/temperature 0.109(5) GPa 0.975(5) GPa 2.628(6) GPa 5.842(8) GPa 9.27(16) GPa 150(2) K 40(2) K
Chemical formula C12H9N3O2S C12H9N3O2S C12H9N3O2S C12H9N3O2S C12H9N3O2S C12H9N3O2S C12H9N3O2S
Formula weight / g mol−1 259.29 259.29 259.29 259.29 259.29 259.29 259.29
Crystal system Monoclinic Monoclinic Monoclinic Monoclinic Monoclinic Monoclinic Monoclinic
a-axis / Å 7.9313(8) 7.4126(4) 6.9954(5) 6.6153(5) 6.3915(13) 7.765(3) 7.651(2)
b-axis / Å 13.313(2) 13.2122(15) 13.0631(18) 12.8681(15) 12.721(7) 13.283(3) 13.243(3)
c-axis / Å 11.6544(17) 11.4253(11) 11.2417(13) 11.0475(12) 10.910(6) 11.615(4) 11.624(4)
β / ◦ 104.509(12) 103.122(7) 102.703(9) 102.894(8) 103.17(3) 104.140(19) 104.118(19)
Volume / Å3 1191.3(3) 1089.73(17) 1002.1(2) 916.72(17) 863.7(7) 1161.7(6) 1142.2(6)
Density / gcm−3 1.446 1.580 1.719 1.879 1.994 1.482 1.508
τSCNC / ◦ 41.1(8) 35.3(5) 32.3(6) 28.2(6) – 44.1(3) 43.2(2)

Measured d-spacing / Å
0.5–4.1, 0.5–4.1, 0.5–4.1, 0.5–4.1, 0.5–4.1, 0.35–6.5 0.35–6.5
4.2–8.0 4.2–8.0 4.2–8.0 4.2–8.0 4.2–8.0

Parameters 57 49 56 57 412 255 249
Unique reflections/data points 3707 3707 3707 3707 2341 7180 9984
R1/RBragg/Rwp 0.01854 0.01250 0.01558 0.01105 0.01674 0.0673 0.0690
Goodness of fit 0.861 0.777 1.063 1.002 0.683 1.498 1.448
∆ρmax, ∆ρmin / e Å−3 – – – – – 1.24, −1.27 2.23, −2.08
Extinction coefficient – – – – – 0.0060(3) 0.0080(3)

comparison of the structures at ambient pressure and at 5.8 GPa
(the highest pressure for which atomic coordinates could be re-
fined) is shown in Figure 4—where the overall change in torsion
angle is 17.9◦, decreasing from 46.1◦ to 28.2◦.

3.2 Thermal response

The OP crystal structure remained unchanged down to the low-
est measured temperature of 40 K, where the volume decreased
by 6.1% from 1216.8(6) Å3 at 293 K to 1142.2(6) Å3. Similar to
the effect of pressure, reducing temperature led to a small degree
of flattening in the molecule via τSCNC, decreasing from 46.2◦ to
43.2◦. The methyl group was found to exhibit a number of sta-
ble conformations being occupationally disordered, where three
distinct orientations were identified at 293, 150 and 100 K, two
orientations at 60 K and only a single set of atomic positions at
40 K (see ESI† for diagrams). The equidistant spacing between
methyl orientations at room temperature implies that this group
is freely rotating, which may not have been detected by previous
X-ray characterisation, and that thermally-induced contraction of
the unit cell reduces the free volume around the methyl group,
forcing the H atoms to sit in a unique position on average. The
restraints on the high-pressure powder refinements makes it diffi-
cult to test for additional methyl hydrogen sites, although the cell
volume at 40 K is comparable to that at 0.4 GPa—1146.3(2) Å3—
the methyl group may already have become ordered. However,
reorientation of the methyl hydrogen atoms is observed with pres-
sure, where the group rotates by approximately 25◦ up to 5.8 GPa,
likely as a result of avoiding short intermolecular, steric contacts.

4 Discussion

4.1 Restrained Rietveld refinement

While generally successful, some instabilities in the preliminary
high-pressure refinements led to our decision to explore DFT as

Fig. 3 Left: compressibility of orthogonal directions up to 9.3 GPa.
Right: Cell volume as a function of pressure (open circles, lower x-axis)
and temperature (filled circles, upper x-axis); the arrows provide a
further indication of the relevant graph axis. A third-order
Birch–Murnaghan fit to the pressure-dependent unit cell volume data is
shown with a red line. The temperature data trend can be approximated
with a linear fit, shown in blue (gradient: 0.232(14), intercept: 1130(2),
R2: 0.99). Standard uncertainties on the volume data are within the size
of the data points.
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Fig. 4 Refined crystal structures at a) ambient pressure and b) 5.8 GPa.
Left and right columns show projections along the a- and c-axes,
respectively. For clarity, only one layer of molecules is shown for the left
hand images; the red box in the upper-right graphic highlights these
molecules. The blue arrows in the lower right panel emphasise the most
pronounced direction of compression on the lattice.

a source of geometric restraints; the usefulness of DFT-informed
powder refinements has been demonstrated previously.45,46 Ini-
tial Rietveld refinements showed that a narrow range of values
could be adopted by τSCNC while producing near-equivalent fits
to data—although an overall flattening of the molecule was still
evident across the pressure series. These refinements were used
as the starting point for the optimisations in CASTEP, which also
showed a degree of insensitivity within the limit of the conver-
gence tolerances with respect to τSCNC, presumably as a result of
a rather flat potential energy surface and bias from the initial co-
ordinates. Convergence was achieved more rapidly as pressure
was increased and volume reduced, restricting the range of ener-
getically favourable conformations. Despite the conformational
degeneracy at lower pressures, there were still clear pressure-
dependent trends in the torsion angles, so fits to these were per-
formed across the pressure series and the resulting fits were used
as restraints on the powder data refinements—i.e. restraining the
torsion angles to the values fitted against the data. Torsion angle
plots, and the corresponding fits are available in the ESI†.

4.2 Molecular flexibility and motion in the crystal

The intramolecular flexibility shown by ROY is demonstrated
clearly by the effect of pressure. However, this gives a time-
average picture where the only indication of deviation from the
average is reflected by the size of the atomic ADPs. To get more
insight into the dynamics of the molecule in the crystal, we can
make use of the information present in our multi-temperature
single-crystal neutron diffraction data. A normal coordinate
analysis—using the method described in ref. 29—can help in
recognising the dominant low-energy normal modes affecting the
magnitude of the ADPs, i.e. those responsible for the molecular
deformations. In addition, this method isolates the contributions
to the ADPs that arise from high-frequency optical modes, in the
form of an additive tensor that can be refined for each atomic
species.

The starting point of the normal coordinate analysis is to de-
termine the deviation from rigidity of the molecule by fitting a
rigid-body description of the ADPs via a least-squares minimi-
sation. The model of motion consists of the six ‘external’ lat-
tice vibrations—the three translations and three librations of the
Schomaker and Trueblood TLS description,47—but using only a
set of six frequencies, and the corresponding six eigenvectors, to
describe all the ADPs at all measured temperatures. The point
symmetry of the ROY molecule is C1 and therefore libration and
translation eigenvector components are allowed to mix.∗

This model resulted in translational and librational frequencies
with the expected range of values: around 30 cm−1 for trans-
lations, 63(3) cm−1 for libration about x Lx, and 42(1) cm−1

for a combination of libration about z and translation along x
(Lz, Tx), contributing 78% and 22%, respectively. A final agree-

∗ In the Schomaker and Trueblood description, this means that the screw tensor is
non-zero. In the normal coordinate analysis used here, the description of a motion
composed of more than one normal mode is obtained by the refinement of one
frequency (i.e. eigenvalue) and its corresponding multi-component eigenvector.
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ment factor of 17%, and an undetermined frequency for Ly, at-
tested that more flexibility had to be included in the model.
The model of motion was therefore modified in such a way
that additional eigenvector components which accounted for ro-
tation about τSCNC and a simultaneous in-phase, out-of-plane dis-
placement of the NH and NO2 groups, were allowed to refine.
The fit improved to an agreement of 11% and the previously-
undetermined Ly frequency could be refined to 123(35) cm−1

with eigenvector components indicating a strong coupling of Ly

(51%) with τSCNC (44%), making this torsion the most significant
low-energy deformation contributing to the ADPs.

4.3 Effect of pressure and temperature on lattice energies

The lattice energies of seven of the eight ROY polymorphs have
been evaluated previously using CE-B3LYP calculations and also
the PIXEL method, using electron density calculated at the MP2/6-
31G(d,p) level.48,49 Although each study differed slightly in as-
signing relative polymorph stabilities, they agree that the Y form
is the most stable and that the overall lattice energy difference
between the most and least stable (ORP or ON) polymorphs
is ca. 13 kJmol−1, although some of the energy differences be-
tween intermediate-stability forms are less than 1 kJmol−1. This
is consistent with the experimental evidence that there is near-
degeneracy in polymorph energies at ambient conditions. We
have now performed PIXEL calculations to explore the effect of
non-ambient pressures and temperatures on the intermolecular
forces and lattice energies in the OP form, motivated by the
fact that non-ambient conditions frequently drive phase transi-
tions in other organic materials by altering the hierarchy of poly-
morph stabilities. Furthermore, as structural models are available
from the earlier high-pressure study of the thermodynamically-
favoured Y form,13 we have analysed these with PIXEL also, and
are able to contrast its pressure-induced behaviour with that of
the OP-form.

Between 293 and 40 K, the total calculated lattice energy
changes very little, decreasing progressively from −134.9 to
−146.1 kJmol−1, respectively, thus becoming more stable as tem-
perature is reduced. As the PIXEL approach cannot process partial
occupancies, for all temperatures where more than one methyl
orientation was identified, energies were calculated using fully-
ordered crystal structures in each orientation. The resulting en-
ergies were then scaled according to the refined occupancies, ob-
taining a weighted average energy for each temperature. The
impact of methyl reorientation was, however, rather limited,
where the greatest difference it made on total lattice energy
was 0.9 kJmol−1 at 293 K and 60 K, 0.5 kJmol−1 at 100 K, and
0.3 kJmol−1 at 150 K. Owing to the relatively subtle influence of
temperature on the crystal structure, we will now focus on the
more pronounced pressure-driven changes.

In our earlier study of the Y form of ROY, we found that the
crystal did not undergo any structural transitions.13 Instead it
became a compressed form of the ambient phase and steadily
changed colour due to increased ring conjugation as the nitro-
phenyl and thiophenecarbonitrile groups tended towards copla-
narity. The same structural behaviour has been observed for the

Fig. 5 Top: Total lattice energies, per molecular unit, calculated using
PIXEL for the OP and Y phases of ROY, as a function of pressure.
Bottom: Change in dispersion-corrected DFT energy, relative to ambient
pressure, for fixed-cell geometry optimisations of both phases. Energies
shown are per molecule. The OP ambient pressure point was calculated
using the coordinates and unit cell dimensions of CSD structure
QAXMEH03 as a starting point.

OP phase in this study—indeed the compression characteristics
are extremely similar as the OP and Y forms possess compara-
ble bulk moduli: 4.3(3)/6.0(7) GPa, respectively; and first deriva-
tives: 15.3(9)/11.1(12). Although the unit cell volumes of each
phase are reduced by similar amounts, the Y-form remains the
more efficiently packed; using the relevant equation of state for
each phase, at 5.1 GPa, the OP cell volume is 931.8 Å3, and in Y,
it is 916.8 Å3. This 15 Å3 difference, while small, is significant—
energetically, this corresponds to a pressure×volume reward of
11.5 kJmol−1 per molecule, towards Gibbs free energy.

Figure 5 shows calculated lattice energies per molecular unit
as a function of pressure, for both forms, and Figure 6 shows
the most influential molecule–molecule dimer energies (within a
cluster radius of 20 Å, over which the calculation is performed)
as a function of centroid–centroid distance. Lattice energies are
given in Table 2. The first point to note is that the PIXEL lattice en-
ergies show that Y remains the more stable, and is increasingly so

6 | 1–11Journal Name, [year], [vol.],



Table 2 PIXEL lattice energies for OP- and Y-ROY. All energies are
given in kJmol−1

Phase P / GPa ECoul Epol Edisp Erep Etot
OP 0.11 −51.6 −22.8 −158.6 +101.3 −131.6
OP 0.15 −46.9 −18.1 −158.3 +82.7 −140.6
OP 0.17 −46.1 −17.3 −157.2 +78.1 −142.4
OP 0.24 −50.0 −20.4 −164.8 +93.1 −142.0
OP 0.38 −53.9 −21.8 −172.2 +104.6 −143.4
OP 0.56 −60.7 −25.8 −183.3 +124.6 −145.3
OP 0.77 −68.3 −30.0 −195.2 +150.5 −143.0
OP 0.97 −75.5 −33.7 −203.4 +170.2 −142.5
OP 1.63 −89.0 −40.1 −227.2 +212.2 −144.0
OP 2.63 −108.0 −53.1 −259.2 +286.1 −134.2
OP 3.19 −124.5 −62.3 −275.1 +334.8 −127.1
OP 3.75 −131.4 −64.9 −287.8 +360.1 −124.0
OP 5.01 −168.1 −86.6 −317.2 +475.5 −96.4
OP 5.84 −190.4 −98.9 −334.5 +543.4 −80.4
Y 0.0 −43.7 −18.9 −154.9 +69.0 −148.5
Y 0.25 −61.1 −29.3 −182.0 +119.8 −152.6
Y 0.54 −67.8 −33.1 −193.2 +137.5 −156.6
Y 0.99 −81.1 −40.4 −215.4 +178.9 −158.0
Y 1.49 −92.7 −47.7 −235.3 +217.0 −158.7
Y 1.89 −98.8 −52.2 −249.0 +240.6 −159.4
Y 2.84 −119.4 −65.2 −276.4 +304.8 −156.1
Y 4.03 −147.3 −83.4 −309.9 +395.5 −145.1
Y 5.20 −173.4 −101.0 −337.1 +476.3 −135.1

at higher pressures while OP becomes rapidly less stable. In fact,
over the course of compression, the lattice energy for Y changes
relatively little, increasing from −148.5 to −135.1 kJmol−1 be-
tween ambient pressure and 5.2 GPa, whereas the OP lattice en-
ergy increases by ca. 50 kJmol−1 going from −131.6 kJmol−1 at
0.1 GPa to −80.4 kJmol−1 by 5.8 GPa. The OP lattice energy ap-
pears to undergo a rapid initial decrease above 0.1 GPa, as pres-
sure is increased—this may simply be due to C-H distances being
fixed to 1.1 Å for this single dataset, owing to unstable refine-
ment; small modifications to atomic positions can lead to changes
of several kJmol−1 in PIXEL energies. However, the general pres-
sure dependence of both OP and Y-form lattice energies is clear—
an overall increase in energy, preceded by an apparent stabilisa-
tion (relative to the ambient pressure form), when modest pres-
sure is applied.

The initial stabilisation with pressure is counter-intuitive, but
is independently confirmed by the internal energies predicted by
the DFT optimisations, which show the same trend as PIXEL—see
Figure 5, lower panel (although at ambient pressure, the calcu-
lations find the OP form to be ca. 3.2 kJmol−1 more stable than
Y). This behaviour is not without precedent—other studies have
made similar observations.50 The authors of ref. 50 showed that
this could be compensated for by changes in intramolecular con-
formation and pressure×volume contributions to Gibbs free en-
ergy. In our case, gas phase, single-point energy calculations of
ROY relative to ambient pressure (effectively identifying energy
change due to conformation), proved inconclusive—likely due to
refined bond lengths and angles fluctuating within experimental
error between pressure points. However, the same approach us-
ing DFT-optimised structures, resulted in small increases to the
DFT internal energy over the ‘stabilised’ low-pressure region; up
to 2.7 and 3.2 kJmol−1 in OP and Y-ROY, respectively (see ESI†for
details). After correction, negative relative energies, above room
pressure, are reduced to ca. 2 kJmol−1, which we suggest are the

Table 3 PIXEL dimer symmetry relationships to a reference molecule at
x,y,z in OP and Y-phase ROY, for interactions ≥ 15 kJmol−1. Note there
is no relation between dimers with the same code in different
polymorphs.

Dimer code Sym. operation OP Sym. operation Y
a x− 1

2 , ȳ+
3
2 ,z−

1
2 x̄+1, ȳ+1, z̄+1

b x̄, ȳ+1, z̄+1 x̄+2, ȳ+1, z̄+1
c x− 1

2 , ȳ+
3
2 ,z+

1
2 x− 1

2 , ȳ+
1
2 ,z+

1
2

d x̄− 1
2 ,y−

1
2 , z̄+

3
2 x,y,z−1

e x̄, ȳ+1, z̄+2 x− 1
2 , ȳ+

1
2 , z̄−

1
2

f x̄, ȳ+2, z̄+1 x̄+1, ȳ+1, z̄+2
g x̄+ 1

2 ,y−
1
2 , z̄+

3
2 x−1,y,z

h x̄− 1
2 ,y−

1
2 , z̄+

1
2 n/a

result of thermally-influenced energy terms that are unaccounted
for by the calculations here. Further correction—to include the
work performed by pressure on the cell volume—shows that en-
thalpy increases almost linearly as a function of pressure (see
ESI†). So, in summary, although lattice energy decreases ini-
tially with pressure, this is partially counteracted by unfavourable
changes in molecular conformation, which are stabilised by the
need to minimise volume, and this leads ultimately to a continu-
ous increase in Gibbs free energy.

4.4 Intermolecular energies

Select intermolecular energies between pairs of molecules, as a
function of molecule–molecule centroid distance, are shown in
the upper panels of Figure 6. Each interaction is labelled al-
phabetically, and the symmetry relationship for each interaction
(from a molecule at x,y,z) is given in Table 3. In the Y form,
the most stabilising interaction (which we denote YA) is that be-
tween the π · · ·π stacked dimers, related by the inversion opera-
tor at the cell body centre, however, this changes very little over
the course of compression. This largely dispersive interaction
dominates over all others, as represented pictorially in the lower
panels of Figure 6. Here, we represent the interactions graphi-
cally using ‘hedgehog’-vectors developed by Shishkin et al, and
implemented in processPIXEL—vector lengths represent interac-
tion strength and are scaled relative to the largest energy, thus
the most stabilising interaction is an unbroken line between two
molecules.28,51 There are only two other interactions of note—YB

which generally becomes more stabilising, until the very highest
pressure of 5.2 GPa, and YC which shows the inverse behaviour,
becoming less stabilising by approximately the same magnitude.

The situation is rather different in OP where there is no sin-
gle stabilising intermolecular interaction comparable to that of
YA. Furthermore, the two most stabilising interaction energies
OPA and OPB, which lie between the closest pairs of neighbour-
ing molecules, become rapidly less stabilising as pressure is in-
creased, increasing by +14.8 and +20.5 kJmol−1, respectively.
The same is true to a lesser extent of OPC. Like most inter-
actions in the ROY polymorphs reported by Dunitz and Gavez-
zotti,49 OPA and OPC are mostly comprised of dispersive contri-
butions, however, the balance of forces in OPB changes over the
pressure series—initially a small majority is attributable to dis-
persion, however by 5.8 GPa, there is a fairly even contribution
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Fig. 6 Top: Specific molecule–molecule dimer total energies, calculated using PIXEL. Energies are shown as a function of distance between
molecule–molecule centres of mass (calculated omitting hydrogen atoms). The dotted line indicates the point above which interactions become
destabilising. Symmetry operations for each specific dimer are given in Table 3. Bottom, from left to right: specific molecule–molecule contacts YA,
YB, YC, OPA, and OPB with ‘hedgehog’ vector diagrams shown in purple, originating from molecular centres of mass. H atoms are omitted for clarity.

from both Coulombic and dispersive forces. There is an addi-
tional interaction (denoted ‘h’ in the top plot) that appears to be-
come a slightly destabilising force (i.e. positive energy) at higher
pressures that originates between two molecules where a nitrile
group is in close proximity to a neighbouring methyl group. We
are, however, tentative in interpreting this as a repulsive force,
rather than weakly-attractive, due to the afore-mentioned issues
with the influence of hydrogen positions on the calculation and
knowing absolute energies.

Rapid increases in molecular dimer energies have explained
pressure-driven transitions in other organic systems, for ex-
ample salicylaldoxime and hydroquinone–methanol/acetonitrile
clathrates,52,53 where the interactions become sufficiently desta-
bilising (or less stabilising) to drive transformation to another
crystalline form. As no phase transition was observed up to
5.8 GPa despite a sharp increase in dimer energies, we explored
the effect of pressure up to 9.3 GPa. Although the data quality
was not sufficient for Rietveld refinement, and therefore nor PIXEL

analysis, the pattern was determined unambiguously to contain

only OP ROY—its intermolecular interactions are still sufficiently
stabilising. Should barriers to transformation prove insurmount-
able by hydrostatic compression, the OP phase may simply be-
come amorphous at higher pressures still, as seen in some other
organics and framework materials.54–56

4.5 Compression mechanism

The OP molecular conformation is closer to planarity at ambient
conditions than that of the Y form, and evidently its key torsion
angle is less amenable to pressure-induced change (OP ∆τ = 17.9◦

c.f. 28.2◦ in Y), however, its overall crystal structure is more com-
pressible. Flexibility through molecular conformation was identi-
fied as a key aspect in the compression of the Y-form, in combi-
nation with a wine-rack-style lattice deformation.13 The latter of
these is still a contributing factor in OP ROY, and flattening of the
molecule (see Figure 4, right-hand panels) is most likely to affect
packing along the X1 direction—the most compressible principal
axis. We also note that the less compressible X2 axis is aligned
with the strongest intermolecular interaction, OPA, and that the
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Fig. 7 Percentage of unoccupied unit cell volume as a function of
pressure. Open symbols correspond to the OP phase, filled symbols to
Y. Circles indicate a probe radius of 0.2 Å, triangles indicate 0.5 Å

behaviour of X3 is not clearly related to any single molecule–
molecule feature. In the absence of any other intramolecular dis-
tortions, the voids between molecules must simply be contracting
in order to reduce volume. Although, ultimately, compression of
the Y form also proceeds via void reduction, as is typical of most
organic crystals, it is the distribution of voids that differs signif-
icantly between the two forms, promoting differences in confor-
mational behaviour.

Available void space as a function of pressure was calculated
using Mercury CSD 3.9 using different-sized probe radii (of
spheres that can be located in the structure, without occupying
the same space as any atom) and is plotted in Figure 7. The small-
est available probe radius, 0.2 Å, provides the closest estimate of
total available void space, as a percentage of unit cell volume, and
shows that there is very little difference between the two forms.
However, increasing the size of the probe radius to 0.5 Å shows
that between ca. 1 and 3 GPa there are larger, and therefore more
concentrated, voids in the OP form—this is shown visually in the
ESI†. Over this pressure range, in order to best access their rela-
tive void volumes, the molecules move closer together and rotate
to differing extents in OP and Y.

5 Conclusions
We find that the molecular packing of OP ROY is very compress-
ible, having a small bulk modulus of 4.3(3) GPa, yet remains ki-
netically trapped as no transition is observed up to 9.3 GPa, re-
taining the same P21/n symmetry seen at ambient conditions.
Furthermore, it persists to temperatures of 40 K. It is remark-
able that a material which shows such polymorphic behaviour
under ambient conditions has not yet yielded new, or transitions
to currently known, phases with pressure or temperature stim-
uli. This is not a trait that is necessarily typical of concomitant
polymorphs; the α, β , and γ forms of glycine can all be ob-
tained at ambient pressure and temperature but their behaviour
under pressure differs enormously—β and γ-glycine transform

at pressures below 4 GPa, whereas α-glycine persists to at least
23 GPa.57–60 Indeed in the ROY system itself, there are clear
differences between stabilities of the various forms—some of
the metastable polymorphs survive weeks to months, and others
hours to days.10 This also suggests that the behaviour of the OP
and Y forms is not necessarily indicative of how the remaining
ROY phases will respond, which have very different structures
and thus different energy barriers to conversion. This, coupled
with the ability to pressurise the crystal structures such that their
lattice energies become very different, as shown by our PIXEL cal-
culations, means it would be very interesting to observe the influ-
ence of pressure on some the less stable forms.
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