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1. Introduction

Currently the scientists are forced to manually relate between all the experimental, data, computing and analysis facilities that are available world wide, with little infrastructure support. In the future it is hoped the Grid will provide these functions, enabling the scientists to choose much more easily from a wide range of services, connecting and combining desired services for an optimal working environment. Much of the access to the Grid is envisaged to take place through customisable, community oriented Portals. A range of projects within Council for the Central Laboratory of the Research Councils' (CCLRC) have been chosen to provide the building blocks of an integrated solution for users of experimental, computing and data facilities, showing how technologies can be used to build middleware components that support high level scientific grid applications. Data will play a pivotal role in the success of Grid or e-Science developments. Virtually all envisaged applications will need to be able to draw from and deliver to the distributed heterogeneous information/data sources with a variety of contents. Hence three major challenges are posed: data accessibility, data transfer and management of personal data. Data accessibility implies the capability to locate information/data without prior knowledge of its physical location or the form in which its contents is described. Furthermore scientists, as well as applications, need to be able to combine results from different sources. Data transfer relates to the problem of large data volumes that need to be transferred across the Internet. Management of personal data is concerned with the growing distribution of data produced by scientists within a Grid environment, which required new ways of keeping track and moving data for single scientists and more importantly for research groups. CCLRC's integrated data system includes the following components a Data Portal for high-level access to multidisciplinary data, linking to existing data catalogue systems. These catalogues include metadata as well as links to the data itself. The data itself is held in various storage resources from local disks, databases, other data resources to multi terabyte tertiary tape systems.
1.1. Current Status

The Data Portal is currently being used in two projects involving CCLRC, the Environment from the molecular level (e-Minerals) and Simulation of complex materials (e-Materials) projects, and generic CCLRC instance giving access to data from two of our experimental departments: Synchrotron Radiation and Neutron Spallation as well as data from the British Atmospheric Data Centre and an outside source at the Max Planck Institute for Meteorology in Hamburg, Germany.  The previous two are both World Data Centres. The installation is available at http://dataportal.dl.ac.uk:8080.

The Data Portal was designed to work in distributed and heterogeneous environments, our current installations have proven that to be true, integrating a multitude of systems types, operating systems, data resources (databases, Storage Resource Brokers (SRB)) and sites seamlessly. 
1.2. Architecture

The current version of the Data Portal uses a modular web services model. This is achieved using Apache's Axis implementation of the SOAP.  SOAP is a lightweight protocol for exchange of information in a decentralised, distributed environment. It is a XML based protocol, which defines a framework for representing remote procedure calls and responses.

Using SOAP and web services the Data Portal was decentralised into modules that represent an area of functionality.  For example, the Session Manager controls user's state, Authorisation communicates with the MyProxy server to authenticate the user to the Data Portal and Query & Reply sends queries to multiple XML Wrappers at each facility.  
Vital to this version of the Data Portal is the Lookup module.  This is used for the publishing and finding Data Portal web service modules.  Essentially this acts as an interface to a Universal Description, Discovery and Integration (UDDI) registry.  A module would query the UDDI and receive a Web Services Definition Language (WSDL) file address for the module.  This is standard to describe the technical invocation syntax of a web service.  A module would use this file to invoke the web service that it needs. 

The Data Portal server hosts most of these services but also provides the user interface and manages the interaction with the user and all attached resources. The server provides the user with a web interface to search the existing metadata both on the server itself and the connected data holdings transparently. Incoming requests from the user will be interpreted by the server and a query will be formed and transmitted to the facility's local repositories that are available to the Data Portal. The queries to local repositories are XQueries and are transmitted via web services. The result from the various local repositories is expected in XML format or the format that the XQuery requested (i.e. HTML). The Data Portal will collate the results and generate the required pages to display the results. The server is also responsible for the user authentication and session control. 
CCLRC has developed a special multidisciplinary metadata format in XML to be able to integrate and make available data from various scientific topics ranging from astronomy to physics. Other repositories are expected to have either their own metadata catalogue systems or their own metadata formats describing their data holding or use an extension of the CCLRC Scientific Metadata format (CSMD). To integrate them each catalogue (facility) will be accompanied by an XML Wrapper, which firstly converts the local metadata catalogue systems into CSMD.  The XQuery request from the Data Portal server is executed against the CSMD and results returned to the Data Portal.  Currently the metadata catalogues include links to the data location, therefore the data can be transferred via GridFTP to the user or to a third party machine.

The core Data Portal system offers the user the possibility to collect all relevant datasets / data files in his personal shopping basket, which can be kept from one session to the next if required. This shopping basket then offers the user a range of functionalities including transfer (using GridFTP, download), delete (from shopping basket), or if available offer other grid services to the type of data.  Most of the data is stored in SRB or file systems which are accessed via SRB interfaces or GridFTP respectively.  The Data Portal has exposed a few of the key functionalities of SRB as web services through SRB API's written in Java.  This allows the Data Portal to upload/download/transfer data and datasets to and from SRB, giving scientists the ability to upload, annotate and allow others to search for and find their data and gain access to it.
1.3. Future

The Data Portal is will be taking account of new technologies (e.g. WSRF and Portlets).  Further work and research will be undertaken with other projects and the new technologies mentioned above.



































































































































































































