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We consider the effects of weak quenched fermionic disorder on the quantum-phase transition between the
Dirac semimetal and charge density wave (CDW) insulator in two spatial dimensions. The symmetry breaking
transition is described by the Gross-Neveu-Yukawa (GNY) theory of Dirac fermions coupled to an Ising order
parameter field. Treating the disorder using the replica method, we consider chemical potential, vector potential
(gauge), and random mass disorders, which all arise from nonmagnetic charged impurities. We self-consistently
account for the Landau damping of long-wavelength order-parameter fluctuations by using the nonperturbative
RPA resummation of fermion loops and compute the renormalization-group (RG) flow to leading order in the
disorder strength and 1/N (N the number of Dirac fermion flavors). We find two fixed points, the clean GNY
critical point, which is stable against weak disorder, and a dirty GNY multicritical point, at which the chemical
potential disorder is finite and the other forms of disorder are irrelevant. We investigate the scaling of physical
observables at this finite-disorder multicritical point which breaks Lorentz invariance and gives rise to distinct
non-Fermi liquid behavior.

DOI: 10.1103/PhysRevB.105.075143

I. INTRODUCTION

Over the past couple of decades, two- and three-
dimensional topological semimetals have been at the forefront
of research in condensed matter physics [1–3]. Within
this family of systems, Dirac fermions have been found
to be ubiquitous, where the most famous example of a
host system is graphene—a two-dimensional carbon mono-
layer which exhibits a fourfold degenerate band crossing at
charge neutrality. Due to the unique properties of Dirac/Weyl
semimetals, e.g., pointlike Fermi surface and linearly vanish-
ing density of states, they are well suited to realizations of
high-energy phenomena in an accessible condensed matter
setting.

In any realistic condensed matter system, disorder is
present, hence its understanding is paramount. Quenched,
nondynamical disorder has been widely studied in the nonin-
teracting limit of systems that exhibit two-dimensional Dirac
fermions, e.g., degenerate (or zero-gap) semiconductors [4,5],
graphene [6–12], and d-wave superconductors [13–15].

A lot of interest was triggered by the first graphene ex-
periments [16–18] which showed a minimal conductivity of
the order of the conductance quantum e2/h over a wide range
of temperatures. It was shown theoretically that the transport
properties depend crucially on the type of disorder [7] but
that for randomness which preserves one of the chiral sym-
metries of the clean Hamiltonian the conductivity is equal to
the minimal value [7,8], suggesting that the transport is not
affected by localization and remains ballistic. However, this
universal result is based on a self-consistent Born approxi-
mation, which is not applicable to massless Dirac fermions

in two spatial dimensions [6,13,14]. More recently, it was
argued that over the experimentally accessible temperature
range, graphene is in the Drude-Boltzmann diffusive transport
regime and that density inhomogeneities from remote charge
impurities render the Dirac points effectively inaccessible to
experiments [9,10]. Using a self-consistent RPA-Boltzmann
approach, the authors showed that the conductivity is in-
deed of order e2/h but with a nonuniversal prefactor that
depends on the disorder distribution. Remote charge impuri-
ties can be viewed as random chemical potential shifts that
give rise to puddles of electron and hole-doped regions in
the graphene layer. Building on that picture, the scaling of
the conductivity was obtained within a random resistor net-
work model that describes the percolation of p- and n-type
regions [11].

As the minimal conductivity puzzle shows, there is a lot
of rich physics already at the noninteracting level. How-
ever, an accurate description of a Dirac semimetal also must
include the effects of electron-electron interactions, on top
of the disorder. For weak Coulomb interactions, the clean
two-dimensional Dirac fixed point is unstable against generic
disorder and the RG flow is dominated by the randomness in
the chemical potential [19–21], similar to the noninteracting
case [6] and consistent with the picture of local electron and
hole “puddles.” On the other hand, in the regime of moderate
to strong Coulomb interactions, it was found that fluctuations
associated with such random potential disorder are paramet-
rically cut off by screening and that instead the runaway flow
is dominated by vector potential disorder [22]. Such disorder
from elastic lattice deformations (“ripples”) [7] and topologi-
cal lattice defects [23–25].
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The situation is very different in three-dimensional
Dirac/Weyl semimetals with long-range Coulomb interac-
tions. In these systems, the semimetallic phase is stable
against short-range correlated disorder. Above a critical dis-
order strength, the semimetallic phase undergoes a quantum
phase transition into a disorder controlled diffusive metallic
phase with a finite density of states at the Fermi level [26–30].
It remains a controversial issue whether the disorder transition
is rounded out by nonperturbative, rare region effects [31–33]
or not [34,35].

Under a sufficiently strong short-ranged electron-electron
interaction, a Dirac semimetal will undergo a quantum phase
transition into a symmetry broken state where the fermionic
spectrum is gapped. Such a transition is best described us-
ing a composite fermion-boson approach, resulting from a
Hubbard-Stratonovich decoupling of the fermionic interac-
tion vertex in the relevant channel with a dynamical order
parameter field. In the case of Dirac fermions, the resulting
field theory is known as the Gross-Neveu-Yukawa (GNY)
model which describes chiral symmetry breaking and spon-
taneous mass generation in high-energy physics [36,37]. The
symmetry broken phase is dependent on the nature of the
microscopic interactions; for the half-filled Hubbard model on
the honeycomb lattice with competing interactions a vast ar-
ray of phases were found [38], including antiferromagnetism,
different types of charge order, Kekule phases, and topological
quantum Hall states.

The effects of weak quenched disorder on the semimetal-
to-superconductor transition, described by the XY GNY
model, were studied using ε expansions below the upper crit-
ical dimension [39,40]. It was found that chemical potential
disorder is strongly irrelevant at the clean quantum-critical
point in D = 4 − ε space-time dimensions but that disorder
in the superconducting order parameter mass plays a crucial
role. Such bosonic disorder would arise from randomness in
the attractive fermion interaction after Hubbard-Stratonovich
decoupling. In the supersymmetric case of a single two-
component Dirac field coupled to the XY order parameter,
there is a marginal flow away from the clean critical point
to strong disorder [39,40]. However, if degeneracies such as
spin or valley pseudo-spin are included, the clean fixed point
becomes stable against weak bosonic mass disorder and a
finite-disorder multicritical point with noninteger dynamical
exponent (z > 1) can be identified within the double ε expan-
sion [40]. Similar finite disorder fixed points were established
in the chiral Ising and Heisenberg GNY models with bosonic
random-mass disorder, using triple ε expansion [41].

In this work, we revisit the effects of disorder on the quan-
tum criticality of two-dimensional Dirac/Weyl fermions. For
simplicity, we focus on quantum phase transitions that, in the
absence of disorder, are described by the chiral Ising GNY
theory. An example is the CDW transition of electrons on
the half-filled honeycomb lattice that is driven by a repulsive
nearest-neighbor interaction and characterized by an imbal-
ance of charge on the two sublattices. Our work departs in
two important aspects from previous studies [39–41]. Firstly,
we omit an ε expansion and compute the quantum correc-
tions in two spatial dimensions. Away from the upper critical
dimension, the Landau damping of long-wavelength order-
parameter fluctuations is a nonperturbative effect. It renders

the order parameter propagator nonanalytic in the IR limit,
thereby changing the universal critical behavior [42,43]. This
physics is not captured by the ε expansion since the boson
propagator remains analytic at the upper critical dimension.
Secondly, we consider disorder on the level of the original
fermionic theory, e.g., in the form of a random potential
from pointlike impurities. In the physical dimension, such
fermionic potential disorder is marginal at the clean GNY
fixed point.

Our paper is organized as follows. In Sec. II, we present the
Yukawa theory for Dirac fermions subject to a strong-short
ranged interaction and uncorrelated disorder. We utilize the
RPA to account for the nonperturbative Landau damping of
long-wavelength order-parameter fluctuations. The disorder
is treated using the replica formalism [44,45]. In Sec. III,
we employ Wilson’s momentum shell RG within the large-N
expansion to derive the flow of the disorder couplings and
compute the critical exponents to leading order in 1/N and
weak disorder. Lastly, in Sec. IV, we present a summary of
our main findings and compare them with previous literature.

II. MODEL

A. Clean Dirac fermions in 2+1 dimensions

We consider Dirac Fermions with dispersion ε(k) = ±v|k|
in two spatial dimensions, described by the imaginary time
action

Sψ =
∫

d2x
∫

dτ �†(∂τ + iv∂ · σ)�, (1)

over fermionic Grassmann fields �(x, τ ). Here ∂ = (∂x, ∂y)
and σ = (σ x, σ y) are the conventional 2 × 2 Pauli matrices.
This action describes noninteracting electrons on the half-
filled honeycomb lattice in the long-wavelength, low-energy
limit, where in this case the Pauli matrices act on the {A, B}
sublattice pseudospin subspace. In addition, the fermionic
Grassmann fields carry the electron spin flavors and the valley
indices from the two distinct Dirac points in the Brillouin
zone.

In the following, we do not consider spontaneous sym-
metry breaking or disorder that lift the spin and valley
degeneracies. We further generalize to a total number of N
components of the fermion fields, � = (ψ1, . . . , ψN ), in order
to gain analytic control through an expansion in 1/N . For
brevity, we use the short-hand notation Tr[σ iσ j] = Nδi j .

We consider the case where strong short-range interactions
drive an instability in the charge channel, which corresponds
to a quantum phase transition from a Dirac semimetal to
a CDW insulator where the sublattice symmetry is sponta-
neously broken. Generally this transition belongs to the chiral
Ising GNY universality class [36,37], which is best studied
within the Yukawa language where the Dirac fermions couple
to a real-valued, scalar dynamical order parameter φ(x, τ ).
This results in the chiral Ising GNY model,

SGNY = Sψ + Sg + Sφ + Sλ, (2)

where

Sg = g√
N

∫
d2x

∫
dτ φ�†σ z�, (3)
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FIG. 1. Random phase approximation to account for the non-
perturbative Landau damping of IR order-parameter fluctuations.
The black wavy line represents the bare order parameter, while the
fermionic propagator is denoted by the solid arrowed line.

Sφ = 1

2

∫
d2x

∫
dτ φ

( − ∂2
τ − c2∂2 + m2

)
φ, (4)

Sλ = λ

N

∫
d2x

∫
dτ φ4. (5)

Starting from a lattice model on the honeycomb lattice,
the Yukawa coupling Sg arises naturally from a Hubbard
Stratonovich decoupling of a repulsive nearest-neighbor in-
teraction. The Yukawa coupling anticommutes with the
noninteracting action, Eq. (1), and thereby fully gaps the
fermionic spectrum in the ordered phase where 〈φ〉 �= 0. Here
c is the bosonic velocity, and m2 is the tuning parameter for
the quantum phase transition. In the context of the CDW
transition on the honeycomb lattice, m2 ∼ Vc − V , where V
is the repulsion between electrons on adjacent sites and Vc the
critical interaction strength.

B. Landau damping of order-parameter fluctuations in d = 2

The functional form of Eq. (4) is obtained naively from
considering the most relevant analytical behavior that the bo-
son can exhibit. At the upper critical dimension, which for
the GNY theory of Dirac fermions is d = 3, this is sufficient.
However when considering systems in physical dimensions
like in d = 2, as done in this work, it is imperative to consider
the phenomenon of Landau damping of the order parameter
fluctuations by gapless electronic particle-hole excitations.
To self-consistently account for these damped dynamics, we
use the nonperturbative RPA resummation of fermion loops,
shown diagrammatically in Fig. 1, to obtain the dressed in-
verse boson propagator. In d = 2, the bosonic self-energy is
given by

�(�k) = g2

N

∫
d3q

(2π )3
Tr[σ zGψ (�k + �q)σ zGψ (�q)], (6)

where �k = (k, ω) and the fermion propagator is given by

Gψ (k, ω) = iω + vk · σ

ω2 + v2k2 . (7)

Since the leading IR behavior of the integral for �(k, ω)
is independent of the UV momentum cutoff we can send the
cutoff to infinity and perform the integration over the entire
three-dimensional frequency-momentum space. This leads to
the result [42]

�(k, ω) = g2

16v2
(ω2 + v2k2)1/2. (8)

In the long-wavelength limit of small frequency and mo-
menta, the self-energy dominates over the (ω2 + c2k2) terms

in the bare inverse propagator (4). In order to identify the uni-
versal critical behavior, we drop the subleading terms, which
are irrelevant in an RG sense, and use the inverse bosonic
propagator

G−1
φ (k, ω) = �(k, ω) + m2. (9)

Formally, the RPA contribution dominates in the large-N
limit, which is evident after making the rescaling g2 → g2N .
The Landau damped dynamics affects the scaling of the ef-
fective order parameter field. Crucially, the quartic φ4 term of
Eq. (5) is rendered irrelevant at tree level and so is neglected
in the following. This is a common feature of the “interaction
driven scaling” [46] of gapless fermionic systems.

C. Coupling to disorder: Replica field theory

We will consider different forms of quenched disorder
fields Vi(x) that arise from nonmagnetic charge impurities and
are expected to affect the quantum phase transition between
the Dirac semimetal and CDW insulator. These fields couple
to the fermions in the different channels of the 2 × 2 sublattice
pseudospin space,

Sdis =
∑

i=0,x,y,z

∫
d2x

∫
dτVi(x)�†(x, τ )σ i�(x, τ ), (10)

where in addition to the three Pauli matrices we have defined
the identity matrix as σ 0. Other forms of disorder which would
break degeneracies of the other fermion flavors, e.g., spin or
valley degeneracies, are not considered here. Note that for
simplicity, we do not consider disorder that couples to the
bosonic order parameter.

V0 and Vz are random potentials that couple to the sym-
metric (ψ†

AψA + ψ
†
BψB) and antisymmetric (ψ†

AψA − ψ
†
BψB)

combinations of the local electron densities on the two sites
in the unit cell. The latter combination is required as some
charge impurities will affect the two sites differently and lo-
cally break the symmetry between the two sublattices. In the
following, we will refer to V0 as “chemical potential disorder”
since it can be viewed as spatial variations of the homoge-
neous chemical potential μ = 0, and to Vz as “random mass
disorder” since it couples in the same way as the electronic
mass gap generated by the condensation of the CDW order
parameter.

The components V⊥ := Vx = Vy correspond to random
gauge (vector) potential disorder. As discussed in the context
of graphene, the random gauge potential describes elastic lat-
tice deformations or ripples [22,47,48], which will be caused
by impurity atoms. The different disorder fields Vi are present
in any system with nonmagnetic impurities and, as we will
show later, there exists a rich interplay between them.

We assume that the random potentials Vi(x) are uncorre-
lated and that they follow Gaussian distributions with zero
mean and variances �i � 0,

〈Vi(x)〉dis = 0, (11)

〈Vi(x1)Vj (x2)〉dis = �iδi jδ(x1 − x2), (12)

where 〈. . .〉dis denotes the average over the disorder. The pres-
ence of disorder on the level of the quadratic fermion action,
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Eq. (10), does not affect the Hubbard-Stratonovich decoupling
of the fermion interaction. The resulting field theory is there-
fore given by SGNY[�†, �, φ] + Sdis[�†, �]. It is important to
stress that disorder does not enter in the bosonic sector of the
theory, e.g., in the form of random-mass disorder of the CDW
order parameter field φ. In order to average the free energy
over the quenched disorder, we use the replica trick [44,45],

〈F 〉dis = −T 〈ln Z〉dis = −T lim
n→0

〈Zn〉dis − 1

n
, (13)

where Z = ∫
D[�†, �, φ]e−(SGNY+Sdis ) denotes the partition

function. After taking n replicas of the system and performing
the average over the uncorrelated Gaussian disorder, using
Eqs. (11) and (12), we obtain the effective replica field theory

S =
n∑

a=1

∫
d2x

∫
dτ �†

a

(
∂τ + iv∂ · σ + g√

N
φaσ

z

)
�a

+ 1

2

n∑
a=1

∫
|k|��

d2k
(2π )2

∫ ∞

−∞

dω

2π
G−1

φ (k, ω)|φa(k, ω)|2

− 1

2

n∑
a,b=1

∫
d2x

∫
dτ

∫
dτ ′ ∑

i=0,x,y,z

�i

× [�†
a (x, τ )σ i�a(x, τ )][�†

b (x, τ ′)σ i�b(x, τ ′)], (14)

at zero temperature. Here G−1
φ (ω, k), defined in Eq. (9), is

the inverse dressed bosonic propagator that is obtained by the
RPA resummation as seen in Fig. 1. Unlike Refs. [39–41],
we do not include a four-boson disorder vertex. Such a vertex
would arise from a replica average of random-mass disorder
of the CDW order parameter field φ, which is not present in
our theory. In Appendix A, we show that starting with the
bare replica action (14), a four-boson disorder vertex is not
generated under the RG at two-loop order.

III. RENORMALIZATION GROUP ANALYSIS

In the following, we perform a momentum-shell RG anal-
ysis of the replica action (14). We integrate out fast modes
with momenta from an infinitesimal shell �e−d� < |k| < �

near the UV momentum cutoff �. This is followed by the
conventional rescaling of momenta, frequency and fields. To
restore the original cutof,f we rescale momenta as k = k′e−d�

while ω = ω′e−zd� with z the dynamical exponent. The fields
are rescaled as

�(k, ω) = � ′(k′, ω′)e−δ�d�/2, φ(k, ω) = φ′(k′, ω′)e−δφd�/2.

(15)
We start with a simple tree-level scaling analysis. In the

absence of disorder and at the critical point m2 = 0, the
field theory remains invariant under the above rescaling for
z = 1, δ� = −2 − 2z, and δφ = −4. As the tuning parameter
of the quantum phase transition, the order-parameter mass
is a relevant perturbation with tree-level scaling dimension
[m2] = 2 − z. On the other hand, the bosonic φ4 vertex (5)
is irrelevant with scaling dimension [λ] = −6 − 3z − 2δφ =
−1, justifying why we neglected it in our theory, Eq. (14).
Under these scaling conventions the fermionic disorder is
vertex is marginal at tree level which motivates a perturbative
expansion in the couplings �i of fermionic disorder.

b)

)

)

d)

(a)

(b)

(c)

(d)

FIG. 2. Feynman diagrams of O(�i,
1
N ) for the large-N theory,

Eq. (14). (a) Fermion self-energy corrections that renormalize the
fermionic propagator. (b) Renormalization of the Yukawa vertex.
(c) Renormalization of the bosonic mass. (d) Corrections to the
fermionic disorder vertex. The dashed line represents the replicated
disorder interaction.

We compute all diagrams, shown in Fig. 2, that contribute
at O(�i,

1
N ) in d = 2. We first consider the fermionic self-

energy corrections due to the Yukawa coupling at second
order and the disorder vertex at linear order, which are shown
by the two diagrams in Fig. 2(a), respectively. The first dia-
gram leads to a renormalization of the overall prefactor of the
inverse fermion propagator, resulting in an anomalous dimen-
sion of the fermion fields. The disorder induced self-energy
only affects the frequency term and therefore breaks the sym-
metry between momentum and frequency scaling, leading to
a correction to the dynamical exponent z. The inverse fermion
propagator remains invariant under the RG for

δ� = −4 + 8

3π2N
− 1

2
(�̃0 + �̃z + 2�̃⊥), (16)

z = 1 + 1

2
(�̃0 + �̃z + 2�̃⊥), (17)

where we have defined the rescaled disorder variances

�̃i = �i

πv2
(18)
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and �̃⊥ := �̃x = �̃y. Hence the theory will no longer be
Lorentz invariant for any finite disorder fixed point. The
renormalization of the Yukawa vertex is calculated from the
diagrams in Fig. 2(b),

dg

d�
=

[
−4 − 2z − δ� − δφ

2

− 8

π2N
+ 1

4
(2�̃⊥ − �̃z − �̃0)

]
g. (19)

Since the coupling g can be scaled out of the large-N
replica theory, Eq. (14), using φ → φ/g, m2 → g2m2, we
demand that it is scale invariant. This determines the critical
dimension of the order-parameter field φ,

δφ = −4 − 64

3π2N
− 1

2
(2�̃⊥ + 3�̃z + 3�̃0), (20)

where we have eliminated δ� and z, using Eqs. (16) and
(17). The renormalization of the order parameter mass m2 is
given by the two-loop diagrams in Fig. 2(c). The resulting RG
equation is given by

dm2

d�
=

(
1 − 32

3π2N
+ �̃z + �̃0

)
m2, (21)

where the dependence on disorder arrises through z (17) and
δφ (20). At any finite disorder fixed point the order parameter
correlation length exponent ν, defined through the identifica-
tion dm2/d� = ν−1m2, will therefore differ from the one in
the clean system.

Finally, the coupled RG equations for the different types of
disorder are obtained from the diagrams in Fig. 2(d),

d�̃0

d�
= �̃0

(
�̃0 + �̃z + 2�̃⊥ − 32

9π2N

)
+ 2�̃⊥�̃z,

d�̃⊥
d�

= −�̃⊥

(
�̃z

6
+ 32

9π2N

)
+ �̃0�̃z, (22)

d�̃z

d�
= �̃z

(
5�̃⊥

3
− �̃z − �̃0 − 32

3π2N

)
+ 2�̃⊥�̃0.

In the noninteracting limit, corresponding to diagrams in
Fig. 2 that only include the disorder vertex, the RG equa-
tions for the disorder variances agree with previous results
[7,11,20,49].

RG flow and fixed points

We start by summarizing the critical exponents for the
interaction-driven semimetal to CDW insulator transition of
the clean system at T = 0 in d = 2. The critical exponents of
order 1/N at the clean interacting critical fixed point, which
we denote by Pclean, are obtained from Eqs. (16), (17), (20),
and (21) by setting �̃0 = �̃⊥ = �̃z = 0. In the absence of
disorder, the theory satisfies Lorentz invariance with dynami-
cal exponent z = 1. The anomalous critical dimensions of the
fields, defined through δ� = −4 + η� , δφ = −4 + ηφ , and
the correlation length exponent ν reduce to

ηclean
� = 8

3π2N
, ηclean

φ = − 64

3π2N
, νclean = 1 + 32

3π2N
.

(23)

FIG. 3. RG flow in the disorder subspace on the critical manifold
m2 = 0, as defined by Eqs. (22). Within the region bounded by the
transparent surface disorder renormalizes to zero, showing that the
CDW critical point Pclean is stable against small disorder. Near this
boundary surface the RG flow is towards a finite disorder fixed point
P(c)

dis at which only chemical potential disorder is relevant.

These exponents are in agreement with those obtained from
soft cutoff RG [42] and with previous results using the large
N conformal bootstrap [50–52] and the critical point large N
formalism [53–55]. At Pclean, the order parameter mass m2 is
the only relevant parameter, representing the tuning parameter
of the quantum phase transition.

In order to analyze whether the clean system CDW critical
point is stable against weak charge impurity disorder, we
numerically integrate the coupled RG equations for �̃0, �̃⊥
and �̃z (22). The resulting RG flow of the three disorder
variances on the critical manifold m2 = 0 is shown in Fig. 3.
For small disorder, in the regime bounded by the transparent
purple surface, the flow is towards the clean system critical
point Pclean, demonstrating that the CDW quantum critical
point is stable against weak disorder. This is in line with the
Harris criterion which states that a nondisordered fixed point
is stable if νclean � 2/d , where d is the dimensionality of the
system [56,57].

Close to the boundary surface, the RG flow is controlled by
the only finite disorder fixed point in the accessible region of
positive variances,

P(c)
dis :

(
�̃

(c)
0 , �̃

(c)
⊥ , �̃(c)

z

) =
(

32

9π2N
, 0, 0

)
. (24)

P(c)
dis is unstable along the �̃0 direction but stable against

�̃⊥ and �̃z. This is consistent with the RG flow for initial
values �̃i(0) that are very close to the separating surface in
Fig. 3. Shown are three pairs of trajectories with initial values
that are slightly inside (blue) and outside (red) of the region
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bounded by the surface. The trajectories closely track the
surface and split very close to P(c)

dis , where the flow is either
to the clean fixed point, �̃0 → 0 or strong chemical potential
disorder, �̃0 → ∞.

Our RG analysis shows that the transition to a glassy state
is always driven by potential disorder, even if the other forms
of disorder initially dominate. Since the random gauge field
and random mass disorders are irrelevant at P(c)

dis we neglect
them in the following. The RG equations for the chemical
potential disorder �̃0 and the order parameter mass m2 then
reduce to

d�̃0

d�
= �̃0

(
�̃0 − 32

9π2N

)
, (25)

dm2

d�
=

(
1 − 32

3π2N
+ �̃0

)
m2. (26)

Inserting the critical disorder strength �̃
(c)
0 = 32

9π2N into
Eqs. (16), (17), (20), and (26), we obtain the critical exponents
at the finite disorder multicritical point P(c)

dis ,

η
dirty
� = 8

9π2N
, η

dirty
φ = − 80

3π2N
,

νdirty = 1 + 64

9π2N
, zdirty = 1 + 16

9π2N
. (27)

At both the clean system semimetal to CDW insulator
transition and at the finite disorder multicritical point the
fermion anomalous dimension η� is greater than zero. This
implies that at the quantum critical points (QCPs) the fermion
Green’s function has branch cuts rather than quasiparticle
poles, and the fermionic liquid is therefore a non-Fermi liquid.
Approaching the QCPs from the metallic side, V < Vc and
Vc − V → 0, the quasiparticle residue has to vanish with some
characteristic exponent. On the CDW side, the condensation
of the order parameter leads to the formation of a gap M in the
fermion spectrum, which increases as a power of V − Vc > 0.

In order to extract these exponents, we perform a scaling
analysis of the fermionic spectral function. Details can be
found in Ref. [58]. Here we only give the results. Approach-
ing the quantum phase transition from the metallic side, the
quasiparticle pole strength vanishes as

Z ∼ (Vc − V )(z−1+η� )ν = (Vc − V )
8

3π2N , (28)

where to order 1/N the critical exponents are the same for the
clean and dirty fixed points Pclean and Pdirty. The Fermi velocity
behaves as

v ∼ |Vc − V |(z−1)ν =
{

const at Pclean

|Vc − V | 16
9π2N at Pdirty

. (29)

Finally, on the CDW insulator side of the quantum phase
transition the gap in the electron spectrum increases as

M ∼ (V − Vc)zν =
{

(V − Vc)1+ 32
3π2N at Pclean

(V − Vc)1+ 80
9π2N at Pdirty

. (30)

The behavior of Z , v and M near the clean and finite-disorder
QCPs is illustrated in Fig. 4.

In order to estimate the phase boundary between the CDW
insulator and the disordered phase in the close proximity
of Pdirty for V > Vc and �̃0 > �̃

(c)
0 , we compare the CDW

Dirac
 semimetal +ρ

−ρCDW
insulator

FIG. 4. Behavior of the quasiparticle pole strength Z , the Fermi
velocity v, and the gap M in the fermion spectrum at the clean
semimetal/CDW insulator transition and at the finite disorder multi-
critical point, as a function of the nearest neighbor repulsion V − Vc.
Here we evaluated the critical exponents for N = 8, corresponding
to Dirac electrons on the honeycomb lattice with valley and spin
degeneracies.

induced gap M in the electron spectrum with the standard
deviation

√
�̃0 of the chemical potential disorder. Close to

Pdirty, the disorder increase exponentially under the RG,

�̃0(�) − �̃
(c)
0 � (

�̃0 − �̃
(c)
0

)
eν−1

� � with ν−1
� = 32

9π2N
.

We evaluate the disorder variance at the “correlation
length” ξ ∼ e�∗ ∼ (V − Vc)−ν , where m2(�∗) � −1. Equating
the resulting standard deviation with the gap M near Pdirty,
Eq. (30), we obtain the phase boundary(

�̃0 − �̃
(c)
0

) � (V − Vc)(2zdirty+ν−1
� )νdirty

� (V − Vc)2(1+ 32
3π2N

). (31)

A schematic phase diagram as a function of the interaction
strength V − Vc � −m2 and the chemical potential disorder
�̃0 is shown in Fig. 5.

IV. DISCUSSION

We have investigated the effects of quenched short-ranged
disorder on the quantum phase transition between a two-
dimensional Dirac semimetal and a charge density wave
(CDW) insulator. In the absence of disorder, the phase transi-
tion belongs to the chiral Ising Gross-Neveu-Yukawa (GNY)
universality class. In order to achieve analytic control in d =
2, far below the upper critical dimension, we have analyzed
the problem in the limit of a large number N of Dirac fermion
flavors. We have used the RPA fermion loop resummation to
self-consistently account for the Landau damping of the boson
dynamics by electronic particle-hole excitations. As pointed
out in the literature [42,43], this is a nonperturbative effect in
two spatial dimensions that changes the IR physics and hence
the universal critical behavior. As we have demonstrated in
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CDW Insulator

Dirac Semimetal

Disordered 
Phase(s)

?

FIG. 5. Schematic phase diagram as a function of the interac-
tion strength V − Vc and the variance �̃0 of the chemical potential
disorder.

our work, Landau damping also plays a crucial role in how
the critical system responds to disorder.

We have considered three types of electronic disorder that
all arise from nonmagnetic charge impurities. The random
potential from the impurities is decomposed into random
mass disorder, which locally breaks the symmetry between
the two sublattices, and symmetric random chemical potential
disorder. The local lattice deformations caused by impurity
atoms is accounted for by random gauge potential disorder
[7]. For simplicity, we have neglected correlations between
the different types of disorder and assumed that disorder is
uncorrelated between different positions in space.

After averaging over disorder, using the replica formalism,
we have performed a perturbative RG calculation to leading
order in the disorder strength and in 1/N . Our analysis shows
that the clean GNY critical point is stable against weak dis-
order. This is in stark contrast to noninteracting or weakly
interacting two-dimensional Dirac fermions where disorder is
a relevant perturbation, resulting in a run-away flow towards
strong disorder [6,19–21].

Most importantly, we have identified a dirty GNY critical
point at a finite value of the chemical potential disorder of
order 1/N . At this multicritcal point, the random mass and
random gauge potential disorders are irrelevant. This shows
that the transition into a disordered state is driven by chemical
potential disorder, even if the other forms of disorder dominate
on shorter length and time scales.

The irrelevance of random mass disorder Vz at the clean
and finite disorder GNY critical points might seem surprising
since this type of disorder breaks the AB sublattice symmetry,
similar to a random field that couples to the Ising CDW order
parameter φ. According to the scaling arguments by Imry/Ma
[59,60] and Aizenman/Wehr [61], such a random field would
destroy any long-range Ising order and associated quantum
critical point in two spatial dimensions. However, the GNY
universality class falls outside a pure order-parameter descrip-
tion used in these arguments, and is formulated in terms of
bosonic and fermionic degrees of freedom. The coupling to
gapless fermion excitations changes the IR dynamics of the
bosonic order parameter field, resulting in unusual scaling
properties in the bosonic sector, e.g., the φ4 vertex is rendered

irrelevant in d = 2. Moreover, the disorder Vz couples to the
fermion operator �†σ z� and not to the CDW order param-
eter φ. Although after integrating out the fermions, Vz would
translate into a random field in the resulting order parameter
theory, this step is not allowed since the fermions are gapless
at the QCP. Future quantum Monte Carlo studies could shed
some light on this subtle question.

The disorder driven phase transition along the line of criti-
cal interaction in the two-dimensional system might be similar
to the transition in weakly interacting, three-dimensional
Weyl/Dirac semimetals [26–30]. In both cases, the transition
is driven by chemical potential disorder which is expected
to induce a finite zero-energy density of states in the disor-
dered phase, giving rise to diffusive metallic behavior. This
would be consistent with our naive picture for the transition
between the CDW insulator, which forms above the critical
interaction strength, and the disordered phase: if the standard
deviation of the random chemical potential shifts exceeds the
electronic gap induced by the symmetry breaking, the system
will develop a finite density of states at the average chemical
potential, leading to diffusive metallic behavior. However, fur-
ther calculations are required to ascertain the properties of the
disordered phase in the strongly interacting, two-dimensional
system. An investigation of the dependence on the form of
the disorder distribution, e.g., whether it is bounded, Gaus-
sian or exhibits long tails, as well as of any potential replica
symmetry breaking [62], indicative of glassy behavior, would
be very interesting. The random-mass disorder might play
an important role in stabilizing a finite disorder multicritical
point with broken Replica symmetry.

Our renormalization-group approach does not capture non-
perturbative, rare region effects, which have spurned a lot of
discussion in the context of three-dimensional Weyl/Dirac
semimetals. A study by Nandkishore et al. [31] first proposed
that rare region effects induce a nonvanishing density of states
at the Weyl/Dirac points, thereby turning the disorder-driven
phase transition into a crossover. This was substantiated by
numerical calculations [32,33] but remains at odds with recent
theoretical literature [34,35]. However, as chemical potential
disorder is marginal in two spatial dimensions and irrelevant
in three, it is expected that rare region resonances will have
a “subleading effect” on the physics of the transition in two
dimensions [63].

We have shown that the symmetry-breaking quantum
phase transition at the dirty GNY does not belong to the
chiral-Ising GNY universality of the clean system. We have
computed the critical exponents at the finite-disorder mul-
ticritical point to order 1/N and found that the anomalous
dimensions of the boson and fermion fields, the correlation
length exponent of the CDW order parameter and the dy-
namical critical exponent differ from those at the clean GNY
fixed point. This leads to different critical behavior of physical
observables such as the electronic gap, the Fermi velocity, and
the quasiparticle residue near the transition and results in a
novel non-Fermi liquid state at the multicritical point.

The interplay between symmetry breaking and disorder
was previously studied for the XY GNY [39,40] and the chiral
Ising and Heisenberg GNY models [41], using the replica
formalism combined with ε expansions. Near the upper criti-
cal dimension fermionic disorder is strongly irrelevant at the
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clean system quantum critical points. Instead, short-ranged
disorder of the bosonic order parameter mass (sometimes
referred to as random Tc disorder) gives rise to a finite disorder
multicritical point, regardless of the symmetry of the order
parameter. At this finite disorder critical point, the Lorentz
invariance is broken with a dynamical exponent z > 1, similar
to our dirty GNY fixed point, while the fermionic and bosonic
anomalous dimensions remain unchanged, which is not the
case in our theory.

The irrelevance of the chemical potential disorder seems
to be only valid near the upper critical dimension, hence any
extrapolation to the physical dimension of d = 2 without the
inclusion of it is questionable. Moreover, the nonperturbative
Landau damping which is crucial for the universal critical
behavior of the two-dimensional system, is not captured by
an ε expansion below the upper critical dimension. On the
other hand, we have not included bosonic disorder in our ef-
fective field theory, for simplicity. Starting from an interacting
fermionic model with a random potential, bosonic disorder
would not arise from a Hubbard-Stratonovich decoupling of
the fermionic interaction vertex. However, as pointed out in
Refs. [39,40], at two-loop order chemical potential disorder
could generate a bosonic disorder vertex in the replica theory.
We have presented an explicit calculation in Appendix A,
demonstrating that this is not the case.

It is important to stress, however, that bosonic random
mass and random field disorders do not break symmetries
that are not already broken by the fermionic disorder po-
tentials. An effective low-energy field theory obtained from
careful coarse-graining of a microscopic lattice Hamiltonian
will therefore also contain the symmetry allowed bosonic
disorder. The presence of additional bosonic disorder could
potentially affect our conclusions and should be considered
in future work. Random field disorder is known to have a
detrimental effect on the CDW order and associated quan-
tum phase transition. However, in the case of remote charge
impurities that do not break the symmetry between the two
sublattices, such random field disorder would be suppressed.
As the fermionic random potentials, the bosonic random mass
disorder is marginal at the GNY interacting fixed point and
might therefore alter the multicritical behavior.

It is also interesting to compare our results with recent
work [64–66] on the role of generic types of fermionic disor-
der in strongly coupled QED3, which describes the interaction
of massless Dirac fermions with U(1) gauge bosons in 2+1
space-time dimensions. Similar to our work, the problem was
generalized to a large number N of fermion flavors and an-
alyzed within the Replica framework. In QED3, sufficiently
strong gauge coupling leads to dynamical chiral symmetry
breaking and spontaneous fermion mass generation. However,
this quantum phase transition is lost above a critical num-
ber Nc = 32/π2 of fermion flavors [67–70] and therefore no
longer accessible in the large N limit [64]. This might explain
why disorder is found to be a relevant perturbation, similar to
the case of weakly interacting Dirac fermions in 2+1 dimen-
sions [19–21]. However, unlike in the weakly interacting case,
the flow is towards a stable finite-disorder fixed point with
a broken flavor degeneracy and z > 1. This behavior is very
different from that of chiral Ising GNY theories at criticality,
investigated in our work: the clean GNY fixed point in 2+1

dimensions is stable against weak fermionic disorder and the
transition to a diffusive metallic state is characterized by a
multicritical point at finite chemical potential disorder and
z > 1.

For simplicity, we have analyzed critical GNY theo-
ries with an Ising order parameter. We believe that the
behavior is similar for GNY theories with continuous or-
der parameter symmetries and that the stability of the
clean GNY fixed point against disorder is the consequence
of gapless fermion excitations that completely change the
long-wavelength order-parameter dynamics in two spatial
dimensions. The Wilson-Fisher critical fixed point in con-
ventional bosonic theories, e.g., for the superfluid-insulator
transition d = 2, is indeed unstable towards the formation
of a finite disorder fixed point [71]. Although the behavior
of the large N field theory in d = 2 is similar to that of a
double ε expansion near the upper critical dimension, the
latter shows a spiralling RG flow into the finite disorder fixed
point [71]. Similar behavior is found in a double ε expansion
of critical GNY theories with bosonic random mass disorder
[40]. This could either point towards pathologies of the double
ε expansion or otherwise indicate important physical behavior
that is lost in the oversimplified large N treatment.

In future extensions of our work, it would be interesting
to investigate the effects of long-range correlations of dis-
order. It is often assumed that impurities and imperfections
are screened effectively and that disorder can therefore be
taken to be uncorrelated. However, it has been reported that
in graphene the correlations between disorder-induced pud-
dles of electron- and hole-doped regions decay algebraically
[72–74]. Such power-law correlations are expected to change
the long-wavelength physics and hence the universal critical
behavior. One might also include other types of disorder, e.g.,
defects that lead to intervalley scattering, magnetic impurities
that break the spin degeneracy, or topological lattice defects
that are described by random non-Abelian gauge fields. The
interplay of the different types of disorder is expected to
lead to rich phase behavior and novel critical phenomena, in
particular if competing fermionic interactions are taken into
account.
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APPENDIX: TWO-LOOP FERMION DIAGRAM THAT
GENERATES THE BOSON DISORDER

Here we address the question if the electronic disorder,
which are defined on the level of the quadratic fermion action
[see Eq. (10)], can generate random mass disorder of the
bosonic order parameter field at two loop order, as suggested
in Refs. [39] and [40]. In the disorder averaged replica theory
the electronic disorder is described by a disorder vertex that
is quartic in the fermionic Grassmann fields, couples different
replicas, and is nonlocal in imaginary time [see Eq. (14)]. Sim-
ilarly, bosonic random mass disorder gives rise to a disorder
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σz

σz

σi σi

σz

σz

FIG. 6. The two-loop diagram that according to Refs. [39,40]
generates the bosonic disorder vertex.

vertex

Sdis
φ = −σ 2

2

n∑
a,b=1

∫
d2x

∫
dτ

∫
dτ ′φ2

a (x, τ )φ2
b (x, τ ′) (A1)

in the replica field theory, where σ 2 is the variance of the
bosonic random mass disorder distribution. This vertex would
be generated by the two-loop diagram shown in Fig. 6 where
the external momenta in the loop integrals are set to zero. This
results in

σ 2 ∼ g4

N2

∑
i=0,x,y,z

D2
i �i (A2)

with

Di =
∫

k,ω

Tr[G� (k, ω)σ zG� (k, ω)σ zG� (k, ω)σ i]. (A3)

It is straightforward to see that electronic random mass dis-
order �z does not contribute since the trace over the product

of Pauli matrices vanishes in this case, Dz = 0. In the other
channels we obtain the integrals

D0 = −N
∫

k,ω

iω

(ω2 + v2k2)2
,

Dx = −N
∫

k,ω

vkx

(ω2 + v2k2)2
,

Dy = −N
∫

k,ω

vky

(ω2 + v2k2)2
,

after taking the trace. These integrals are either odd in the
frequency or momenta and therefore evaluate to zero. This
shows that for the chiral Ising GNY theory with purely elec-
tronic disorder, the bosonic disorder vertex is not generated at
two-loop order.

There are certain higher-loop diagrams that vanish for sim-
ilar reasons, or after taking the Replica limit n → 0. However,
we don’t see a general argument for why boson mass disorder
can’t be generated at higher-loop order. As stated in the main
text, there are other ways to generate boson mass disorder,
e.g., by considering disorder in the nearest neighbor fermion
interaction before Hubbard-Stratonovich decoupling.

We stress that the two-loop diagrams only vanish if ex-
ternal frequencies and momenta are set to zero. But only
such diagrams result in a boson vertex of the form φ2

aφ
2
b

corresponding to Replica averaged random mass disorder.
Expanding out external momenta is equivalent to a gradient
expansion and gives rise to additional boson vertices such
(∇φa)2φ2

b or (∇φa)2(∇φb)2, which are irrelevant under the
RG.
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