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ABSTRACT
Linearly polarized synchrotron radiation has been used to record polarization dependent valence shell photoelectron spectra of imi-
dazole in the photon energy range 21–100 eV. These have allowed the photoelectron angular distributions, as characterized by the
anisotropy parameter β, and the electronic state intensity branching ratios to be determined. Complementing these experimental data,
theoretical photoionization partial cross sections and β-parameters have been calculated for the outer valence shell orbitals. The assign-
ment of the structure appearing in the experimental photoelectron spectra has been guided by vertical ionization energies and spectral
intensities calculated by various theoretical methods that incorporate electron correlation and orbital relaxation. Strong orbital relax-
ation effects have been found for the 15a′, nitrogen lone-pair orbital. The calculations also predict that configuration mixing leads to
the formation of several low-lying satellite states. The vibrational structure associated with ionization out of a particular orbital has
been simulated within the Franck–Condon model using harmonic vibrational modes. The adiabatic approximation appears to be valid
for the X 2A′′ state, with the β-parameter for this state being independent of the level of vibrational excitation. However, for all the
other outer valence ionic states, a disparity occurs between the observed and the simulated vibrational structure, and the measured
β-parameters are at variance with the behavior expected at the level of the Franck–Condon approximation. These inconsistencies sug-
gest that the excited electronic states may be interacting vibronically such that the nuclear dynamics occur over coupled potential energy
surfaces.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0058983
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I. INTRODUCTION
Time-resolved, pump–probe photoelectron studies on imida-

zole (C3H4N2) have played a prominent role in the investigation of
the decay of 1nσ∗,1πσ∗, and 1ππ∗ excited states in heteroaromatic
molecules.1–4 Recently, Arbelo-González et al.5 selected imidazole
to test their newly developed semiclassical method of simulating
steady state and time-resolved photoelectron spectra. This modeling
allowed the time-dependent profile of a photoelectron band asso-
ciated with a particular electronic state to be simulated. However,
despite the extensive use of imidazole in time-resolved pump–probe
investigations of excited state dynamics, the steady state valence shell
photoelectron spectrum remains poorly characterized, with the only
published spectra6–8 being measured in the 1970s. These spectra
were recorded using HeI radiation as the photon source, and hence
were limited to photoelectron bands due to ionization out of the
outer valence orbitals.

Imidazole has a planar (Cs) five-membered heteroaromatic ring
structure, and its ground state valence shell electronic configura-
tion, at the Hartree–Fock (HF) level of theory, may be given as
follows:

Inner valence:
(1a′)2 through to (10a′)2.

Outer valence:
(11a′)2 (12a′)2 (13a′)2 (1a′′)2 (14a′)2 (15a′)2 (2a′′)2 (3a′′)2.

This structure is visually depicted by plots of the outer valence
orbitals (Fig. 1), and a more quantitative corroborating description
can be obtained from a Mulliken atomic population analysis (see
Table S1 of the supplementary material). Imidazole’s π-electron sys-
tem is formed by a single pz electron from each of the C atoms,
by a single pz electron of the N3 atom, and by the lone-pair of
the N1 atom. This gives rise to five π-type molecular orbitals, three
of which (1a′′, 2a′′, and 3a′′) are doubly occupied in the neutral
ground state. The system of σ-orbitals includes the non-bonding

FIG. 1. The outer valence molecular orbitals of imidazole (iso-surface HF density
plots). The top left panel indicates the molecular orientation used for these plots
and the atomic numbering. The nitrogen, carbon, and hydrogen atoms are coded
blue, gray, and white, respectively.

15a′ orbital, which can be considered as a σ-type lone-pair (σNLP)
on the N3 atom. This σNLP orbital of imidazole is analogous to the
corresponding orbital of pyridine and possesses rather similar shape
and localization properties.9,10

The aim of the present work is to study, both experimentally
and theoretically, the electronic structure of the complete valence
shell of imidazole and to investigate the photoionization dynamics.
Linearly polarized synchrotron radiation has been used to record
high resolution, polarization-dependent, photoelectron spectra of
the outer valence orbitals in the photon energy range 21–100 eV.
These have allowed the photoelectron angular distributions, as
characterized by the anisotropy parameter β, and the electronic
state intensity branching ratios (proportional to the photoioniza-
tion partial cross sections) to be evaluated. Vibrational structure
was observed in several of the photoelectron bands. In addition, the
upper binding energy limit of the photoelectron spectrum recorded
at a photon energy of 80 eV was extended to 40 eV to span the inner
valence shell region.

The photoelectron bands appearing in the outer valence
region of the experimental spectra have been assigned using ver-
tical ionization energies calculated with the outer valence Green’s
function (OVGF) method,11–13 the equation-of-motion coupled
cluster approach at the level of the singles and doubles model
(EOM-IP-CCSD),14–18 and the linear response coupled clus-
ter method accounting for single, double, and triple excitation
(CC3).19–22 A theoretical ionization spectrum of the complete
valence shell was generated using the ionization energies and the
associated relative spectral intensities, obtained with the third-order
algebraic-diagrammatic construction scheme [ADC(3)] for the one-
particle Green’s function.11,23–29 The ADC(3) results are applicable
in regions of the spectrum where the single-electron picture of ion-
ization breaks down,30 and are essential in the assignment of the
broad photoelectron bands observed in the inner valence region
of imidazole.

The photoionization dynamics of the outer valence orbitals
have been investigated theoretically by employing the Continuum
Multiple Scattering–Xα (CMS–Xα) approach31,32 to calculate pho-
toelectron anisotropy parameters and photoionization partial cross
sections.

Photoionization is often considered within the
Born–Oppenheimer approximation,33 in which the electronic
and nuclear motions are separated, and the nuclei move over
potential energy surfaces formed by the electrons. Each electronic
state has an associated isolated potential energy surface. Under these
conditions, the vibrational structure in a specific photoelectron
band may be simulated by using the Franck–Condon (FC) factors
connecting the initial neutral and the final ionic states.34 Such
vibrational structure will mainly consist of regular progressions
involving excitation of the totally symmetric modes. Vibronic
coupling, namely the interaction of two or more energetically
close-lying electronic states through the nuclear motion, results
in a breakdown of the Born–Oppenheimer approximation. The
ensuing non-adiabatic dynamics can result in complex vibrational
structure and in the excitation of non-totally symmetric vibrational
modes. In the present work, the vibrational progressions in some
of the outer valence photoelectron bands have been simulated
in model calculations, employing the Born–Oppenheimer and
Franck–Condon approximations, and compared to the observed
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structure. Differences between the predicted and measured vibra-
tional progressions may serve as an indicator of possible vibronic
interaction.

II. EXPERIMENTAL APPARATUS AND PROCEDURE
The photoelectron spectra of imidazole were recorded on the

gas phase end station35 of the soft x-ray undulator-based FinEst-
BeAMS beamline36 on the 1.5 GeV storage ring at MAX IV
Laboratory.

Synchrotron radiation for the FinEstBeAMS beamline is pro-
duced by using an elliptically polarizing undulator (APPLE-II-type
design37) that allows the radiation at the experiment to be either lin-
early or circularly polarized. A toroidal mirror collimates the beam
emitted by the undulator prior to the radiation entering a plane
grating monochromator.38 The monochromator contains a 600
lines/mm grating and a 92 lines/mm grating. Another toroidal mir-
ror focusses the dispersed radiation onto the monochromator exit
slit, after which an ellipsoidal mirror refocusses the monochromatic
radiation into the experimental chamber. The accessible photon
energy range extends from 4.5 to 1300 eV.

The photoelectron spectra were recorded using a VG Scienta
R4000 spectrometer, mounted in a fixed position, with the electron
detection axis lying parallel to the plane of the electron orbit in the
storage ring. The photoelectron spectra measured at photon energies
between 21 and 55 eV were recorded using an analyzer pass energy
of 10 eV and a 0.8 mm curved entrance slit, resulting in a theoretical
spectrometer resolution of 20 meV. For photon energies between 60
and 100 eV, the analyzer pass energy was increased to 20 eV, leading
to a resolution of 40 meV.

The 92 lines/mm grating was used, together with a monochro-
mator exit slit width of 100 μm, for the spectra recorded at photon
energies of up to 55 eV. The resulting theoretical optical resolu-
tion varies between 9 meV at 21 eV and 35 meV at 55 eV. The
600 lines/mm grating was employed, together with a monochro-
mator exit slit width of 130 μm, for the spectra recorded at higher
energies. The resulting theoretical optical resolution varies between
19 meV at 60 eV and 41 meV at 100 eV.

Translational Doppler broadening, associated with the ther-
mal motion of the sample molecules, also contributes to the overall
observed peak width.39 For electrons ejected with kinetic energies
of ∼12.2 and 91.2 eV, corresponding to the formation of the X 2A′′

state in the vibrationally unexcited level at photon energies of 21 and
100 eV, the translational broadening amounts to ∼5.2 and 14.3 meV,
respectively.

The overall experimental resolution for the vibrationally unex-
cited level of the X 2A′′ state, due to contributions from the electron
spectrometer, the photon bandwidth, and the Doppler broadening,
varied between ∼23 and 59 meV at photon energies of 21 and 100 eV,
respectively.

The sample of imidazole (purchased from Sigma-Aldrich with
a stated purity of >99%) was placed in a stainless steel cru-
cible inside a resistively heated oven. This assembly was posi-
tioned directly below the interaction region, from which the
electron lens of the Scienta spectrometer accepts electrons pro-
duced by photoionization. In practice, it was found that the
vapor pressure of imidazole at room temperature was sufficient to
allow a good quality photoelectron spectrum to be recorded in a

reasonable accumulation time, so that additional heating was not
required.

At each photon energy, photoelectron spectra were recorded
with the electric vector of the linearly polarized incident radia-
tion lying either parallel (θ = 0○) or perpendicular (θ = 90○) to
the Scienta analyzer’s electron acceptance axis. The orientation of
the polarization could be changed by altering the settings of the
undulator. Assuming electric dipole photoionization by completely
linearly polarized radiation, the differential photoionization partial
cross section can be expressed as40

dσ
dΩ
=

σ
4π
[1 + βP2(cos θ)], (1)

where σ is the angle-integrated partial cross section, dΩ is the dif-
ferential solid angle element in the direction specified by the polar
angle θ, β is the photoelectron anisotropy parameter, P2(cos θ) is the
Legendre polynomial of second order, and θ is the electron ejection
angle relative to the polarization axis. Equation (1) can be rearranged
into the more convenient form as follows:41,42

β =
2(I0 − I90)

I0 + 2I90
, (2)

where I0 and I90 are the normalized electron intensities for paral-
lel and perpendicular polarization orientations relative to the elec-
tron detector axis, respectively. All the spectra were normalized to
the sample pressure, the accumulation time, and the photon flux
prior to processing. Some of the spectra shown in this paper are so-
called magic angle spectra (θ = 54.7○), where the electron intensity is
independent of the photoelectron anisotropy parameter. Such magic
angle spectra are synthesized from the spectra measured at θ = 0○

and θ = 90○ using the following expression:41,42

IMA =
(I0 + 2I90)

3
. (3)

The binding energy scale of each photoelectron spectrum was cal-
ibrated using the H2O+ X 2B1 state ionization energy (IE) of
12.622 eV.43 A small signal due to water was present in most of the
spectra of imidazole.

Prior to our measurements on imidazole, the performance of
the electron spectrometer was checked by recording polarization
dependent photoelectron spectra encompassing the Xe 5p5 2P1/2 and
2P3/2 states over the same photon energy range used for our exper-
iment on imidazole. The β-parameters derived from these spectra
were in accord with the well-established values.44–46 These spectra
also allowed the transmission efficiency of the electron analyzer as a
function of electron kinetic energy to be determined, using the fol-
lowing procedure. The relative photoionization partial cross section
of the Xe 5p orbital was determined from our synthesized magic
angle spectra, while also taking into account the incident photon
flux at each photon energy. This relative Xe 5p photoionization par-
tial cross section was then compared with the absolute photoion-
ization partial cross section,47,48 thereby allowing the transmission
efficiency to be deduced. All our photoelectron spectra of imidazole
were normalized to the derived transmission efficiency.

The experimental photoelectron anisotropy parameter and
branching ratio associated with a particular binding energy range
were determined as described by Powis et al.41 Table I lists the
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TABLE I. Energy ranges used to analyze the experimental photoelectron spectra.

Region Energy range (eV) Orbitalsa

1 8.60–9.70 3a′′

2 9.75–10.50 15a′, 2a′′

3 10.50–11.30 15a′, 2a′′

4 13.10–13.70 1a′′, 14a′

5 13.70–14.30 14a′, 1a′′

6 14.30–15.10 1a′′, 13a′, 12a′

7 15.10–16.30 13a′, 12a′

8 17.30–18.30 11a′, 10a′, 9a′

9 18.30–18.90 11a′, 10a′, 9a′

10 18.90–19.60 11a′, 10a′, 9a′

11 19.60–21.00 11a′, 10a′, 9a′

aOrbitals possibly contributing to the observed electron intensity in a specific energy
range.

energy ranges used to analyze the photoelectron spectra of imida-
zole. Within each range, a mean β-parameter is evaluated by sum-
ming the electron counts in the normalized parallel and perpen-
dicular polarization dependent spectra and inserting these summed
intensities into Eq. (2). The intensities required for the branching
ratios are evaluated in a similar manner. These mean β-parameters
and branching ratios are thus vibrationally averaged values and
can be compared with the corresponding theoretical predictions
obtained from our fixed nuclei, CMS–Xα calculations. Our anal-
ysis procedure also allows the variation in the β-parameter as a
function of the binding energy across a specific photoelectron band
to be determined. This capability enables any dependence of the
β-parameter on the level of vibrational excitation to be examined.
The potential errors in the β-parameters and branching ratios were
estimated by propagation of the assumed statistical counting uncer-
tainty through the evaluation of Eq. (2). The resulting error bars
do not include any uncertainty associated with possible systematic
errors that may arise, for example, from non-ideal performance of
the spectrometer or photon delivery system.

III. COMPUTATIONAL DETAILS
A. Vertical ionization energies

The vertical ionization energies of imidazole and the corre-
sponding relative spectral intensities (pole strengths, P) for tran-
sitions belonging to the outer valence region were computed
using several methods, including the HF theory at the level of
Koopmans’ theorem, the OVGF method,11–13 the third-order non-
Dyson algebraic-diagrammatic construction (ADC) method [IP-
ADC(3)],23–26 the third-order Dyson ADC method [ADC(3)],11,27–29

the equation-of-motion coupled-cluster (CC) theory for ion-
ization potentials at the level of singles and doubles model
(EOM-IP-CCSD),14–18 and the CC3 method19–22 in combination
with the continuum orbital approach.49 A cc-pVTZ basis set50,51 was
used in all cases [with the exception, discussed below, of the Dyson
ADC(3) calculations], and the K-shell orbitals were kept frozen.
Additionally, the EOM-IP-CCSD calculations were repeated using
a series of the cc-pVnZ and aug-cc-pVmZ basis sets of improv-
ing quality (n = D, T, Q, 5; m = D, T, Q),50,51 thereby allowing
the ionization energies to be extrapolated to the complete basis

set (CBS) limit.52,53 The OVGF and CC3 calculations were per-
formed using the Gaussian54 and CFOUR55 programs, respectively,
whereas the Q-Chem56 program was employed for the IP-ADC(3)
and EOM-IP-CCSD calculations.

The theoretical spectral envelope for the valence shell ioniza-
tion of imidazole up to 40 eV was generated using the results of the
IP-ADC(3) and Dyson ADC(3) calculations. Both methods provide
an equivalent third-order description of the ionization spectrum.
Whereas IP-ADC(3) is, in general, computationally very efficient,
its recent implementation25,26 still lacks a block-Lanczos diagonal-
ization procedure. Such a procedure is crucial for the generation
of the spectral envelope at energies higher than those of the outer
valence region where the single electron picture of ionization breaks
down30 and many eigenstates have to be computed. In order to
recover this part of the spectrum (∼23 to 40 eV), we resorted to
the older Dyson ADC(3) scheme that allows block-Lanczos calcula-
tions to be carried out, and which has proven successful in previous
studies.9,10,57,58 However, owing to the shortcomings of this older
Dyson ADC(3) implementation, a smaller basis set, consisting of the
cc-pVTZ basis on the second row atoms and the cc-pVDZ basis50,51

on the hydrogens, had to be used (the Cartesian representation of the
d-functions was employed). This, however, is not expected to influ-
ence the resulting theoretical spectral profile which was constructed
by convoluting the combined IP-ADC(3)/Dyson ADC(3) spectrum
with Gaussians of 0.55 eV FWHM (full width at half maximum).
The Dyson ADC(3) calculations were performed using the original
code linked to the local version of the Gamess ab initio program
package.59,60

The calculations of the vertical ionization spectra were per-
formed using the equilibrium ground state geometrical parameters
obtained by a full geometry optimization at the level of the second-
order Møller–Plesset (MP2) perturbation theory (PT) in combina-
tion with the cc-pVTZ basis sets. The Gaussian package of programs
was used in the calculations.54 The computed geometrical param-
eters are presented in Table S2 and compared with the available
experimental data.

B. Franck–Condon simulations of vibrational spectra
Franck–Condon (FC) simulations were prepared using har-

monic vibrational frequencies and normal modes. The number-
ing of the vibrational modes follows the nomenclature recom-
mended by Herzberg.61 The harmonic vibrational analysis required
for the ground state neutral and cation used B3LYP/cc-pVTZ cal-
culations. For the excited cation states, we used time-dependent
density functional theory with the B3LYP functional (TD-B3LYP)
and cc-pVXZ (X = D, T) bases. Franck–Condon factors were then
calculated using the adiabatic hessian model, including Duschinsky
rotations, provided in Gaussian 16,62 and convoluted with a 75 cm−1

FWHM Gaussian shaping function to generate realistic spectral
profiles.

C. CMS-Xα calculations of photoionization properties
Photoionization properties (cross sections, β-parameters) were

calculated at the same fixed, initial geometry using a static-exchange
independent electron, continuum multiple scattering model31,32

with a Xα exchange potential (CMS–Xα). Our method has been
described previously63,64 and is only briefly summarized here. The
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neutral molecule potential is modeled as overlapping spherical
regions centered on each atomic site, with the whole molecule
enclosed within a spherically symmetric outer sphere that extends
to infinity. Within each spherical region the exchange contribution
to an effective one-electron potential is represented using the Slater
Xα local density approximation.65 The wavefunctions are expressed
in a symmetry-adapted basis of spherical harmonic functions on
each center, with radial functions obtained by direct numerical inte-
gration within the spherical zones of the potential, and the trial
potential is then iterated to self-consistency. One electron contin-
uum functions are found by solving the scattering problem with
this potential after its adaptation to ensure the correct asymptotic
Coulombic behavior for the electron–ion system. Electric dipole
photoionization matrix elements and hence cross sections and
β-parameters may then be calculated. The calculations were per-
formed using the MP2/cc-pVTZ optimized geometry with atomic
sphere dimensions set to 0.86 of the Norman radius.66 Spherical har-
monic angular basis functions ranging up to lmax =5; 2; 1 were used
in, respectively, the outer sphere, the first row atoms, and the H
atoms. For the continuum calculations, lmax cutoffs were increased
to 10; 6; 4.

IV. RESULTS AND DISCUSSION
A. Assessment of calculated binding energies

The various calculated outer valence vertical ionization ener-
gies are listed in Table II and compared to the experimental results
obtained in the present work. A strict quantitative comparison
between the theoretical and experimental results is, as usual, compli-
cated by the fact that the measured positions of the spectral maxima
are only approximately related to the vertical ionization energies,
which are defined as the transition energies at the ground state
equilibrium geometry. In addition, the position of the maximum

in the experimental peak may sometimes appear displaced due to
superposition with other neighboring states or hot band ioniza-
tions. All the theoretical methods treating electron correlation and
orbital relaxation (i.e., all schemes except for the HF/Koopmans’
theorem) yield rather consistent ionization energies, which agree
with the experimental values. However, a closer inspection of the
theoretical results reveals some differences that are discussed in
more detail.

In the OVGF and ADC(3) methods, the one-hole (1h) ioniza-
tion processes are treated through third order of the many-body
perturbation theory (PT). The 1h-type states are described by these
computational schemes in a similar manner so that the errors with
respect to the experiment, as seen from Table II, have comparable
magnitude and character.

In contrast to the OVGF approach, the ADC(3) schemes explic-
itly take into account configuration interaction between the (1h) and
the two-hole-one-particle (2h-1p) cationic states, which are treated
here consistently through third and first order of PT, respectively.
The states with 2h-1p and mixed 1h/2h-1p character can therefore
be qualitatively correctly reproduced in ADC(3), whereas the OVGF
method fails in such situations. As can be seen from the ADC(3) pole
strength values, P, (reflecting the 1h character of the final states),
the 1h/2h-1p configuration mixing takes place in several low-lying
cationic states of imidazole. In particular, the (1a′′)−1 and (13a′)−1

states are affected; these possess values, P, of ∼0.5 and ∼0.7, respec-
tively (Table II). This implies that part of their intensity is transferred
to 2h-1p satellites.

The lowest of these satellites (2A′′) with significant intensity
(P ≈ 0.21) is predicted, by the present calculations (Table II), as
the fourth lowest state in the spectrum at 13.8/13.9 eV [depending
on the ADC(3) variant being used]. The composition of this and
the other 2A′′ states gaining intensity from the 1a′′ orbital is pre-
sented in Table III, where the composition is quantified in terms
of the weights of the most important 1h and 2h-1p configurations,

TABLE II. Vertical ionization energies (eV) of the outer valence transitions in imidazole. These are computed using the HF/Koopmans, OVGF, IP-ADC(3), Dyson ADC(3),
EOM-IP-CCSD, and CC3 methods. The best theoretical estimates (BTEs) and the experimental values are also listed. For the ADC(3) schemes, relative intensities (pole
strengths) are presented in parentheses.a

State MO HF OVGF IP-ADC(3) Dyson ADC(3) CCSD CC3 BTEb Expt.c

X 2A′′ 3a′′ π 8.63 8.82 8.85 (0.90) 8.89 (0.89) 8.91 8.85 9.02 9.1
A 2A′ 15a′ nσ 11.85 10.27 10.47 (0.89) 10.56 (0.89) 10.15 10.08 10.30 10.4
B 2A′′ 2a′′ π 10.85 10.25 10.34 (0.87) 10.40 (0.87) 10.32 10.30 10.51 10.4
2A′′ 1a′′ π ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 13.78 (0.21) 13.90 (0.24) ⋅ ⋅ ⋅ 13.94 ⋅ ⋅ ⋅ 13.8
C 2A′ 14a′ σ 15.45 14.16 14.32 (0.89) 14.34 (0.89) 14.18 14.06 14.25 13.8
D 2A′′ 1a′′ π 16.25 14.55 14.90 (0.50) 15.03 (0.46) 14.60 ⋅ ⋅ ⋅ 14.81 14.8–15.3
E 2A′ 13a′ σ 16.37 15.05 15.20 (0.76) 15.23 (0.71) 15.03 14.89 15.09 14.8–15.3
2A′ 13a′ σ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 15.26 (0.14) 15.28 (0.20) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 14.8–15.3
F 2A′ 12a′ σ 16.51 15.10 15.32 (0.87) 15.36 (0.88) 15.14 ⋅ ⋅ ⋅ 15.33 14.8–15.3
G 2A′ 11a′ σ 20.61 18.65 18.58 (0.57) 18.62 (0.59) 18.67 17.95 18.12 17.9
aThe cc-pVTZ basis set was employed everywhere except for the Dyson ADC(3) calculations, which were performed using the cc-pVTZ basis on the second row atoms and the
cc-pVDZ basis on the hydrogens.
bThe best theoretical estimates were obtained by adding the CBS correction for the cc-pVTZ basis (Table IV) to the CC3 values. In the case of the D 2A′′ and F 2A′ states where CC3
values could not be obtained, the correction is added to the EOM-IP-CCSD values.
cAs derived from the band maxima in the photoelectron spectrum recorded with a photon energy of 80 eV. For the X 2A′′ state, an approximate position of the center of gravity for
the band is given (which roughly corresponds to the vertical transition energy). The energy of the 0–0 transition is 8.842 eV.

J. Chem. Phys. 155, 054304 (2021); doi: 10.1063/5.0058983 155, 054304-5

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

TABLE III. Transitions originating from ionization of the 1a′′ orbital of imidazole: ver-
tical ionization energy (IE, eV); pole strength (P, a.u); weight (C, percent) of the most
important 1h and 2h-1p configurations (specified) in the respective wavefunction, as
calculated at the IP-ADC(3) level of theory; and their type.a

IE P C (1h) C (2h-1p) Type

13.78 0.21 20 (1a′′)−1 29 (3a′′)−2 (4a′′)1 Shake-down
14.90 0.50 51 (1a′′)−1 7 (3a′′)−2 (4a′′)1 Main line
15.36 0.02 1 (1a′′)−1 29 (3a′′)−2 (5a′′)1 Shake-up
16.06 0.07 7 (1a′′)−1 17 (2a′′)−1 (3a′′)−1 (4a′′)1 Shake-up
17.70 0.06 5 (1a′′)−1 13 (2a′′)−1 (3a′′)−1 (5a′′)1 Shake-up
19.56 0.06 6 (1a′′)−1 13 (2a′′)−2 (4a′′)1 Shake-up
aOnly transitions with P ≥ 0.01 are shown.

as computed at the IP-ADC(3) level of theory. As can be seen, the
1a′′ orbital gives rise to a large number of ionization transitions,
most of which can be referred to as various satellites. The largest
(1a′′)−1 contribution, of 51%, is to the 2A′′ state with a vertical ion-
ization energy of 14.90 eV, which can be formally considered as the
“main” state. The lowest satellite state at 13.8 eV can therefore be
considered as a shake-down satellite,67 whereas the remaining 2A′′

states derived from the 1a′′ orbital, lying above the main-line, rep-
resent shake-up satellites.30,67 The situation where the innermost π
orbital is involved in extensive satellite formation while its neigh-
bors produce only distinct main ionization lines is typical for het-
erocyclic molecules.9,68–70 Such selective breakdown effects for the
innermost π orbital, in contrast to the more general picture of shake-
up satellite formation, have been discussed in detail in relation to
pyridine9 and the halothiophenes.68–70 As follows from the analysis
of the interaction matrix elements,68 the selective breakdown phe-
nomena71 originate from the specific localization properties of the
innermost and vacant π orbitals and, more generally, from the strong
electron correlation effects associated with the π orbital subsystem in
heterocyclic molecules.

The next intense satellite (2A′) is predicted at 15.3 eV. Fur-
ther, although less intense 2h-1p states are identified that can con-
tribute to the inner valence region at higher energy, but these are
not included in Table II. As explained above, these satellite states are
not recovered by the OVGF calculations.

A distinctly higher level of theory is provided by the CC3
scheme, which treats the 1h and 2h-1p states through third and sec-
ond orders of PT, respectively. This scheme is the well-established
benchmark method. Indeed, the present CC3 results agree very well
with the experimental data. For three cases in Table II, the CC3 data
are missing since the calculations did not converge to the correct
state. The results of the second CC scheme employed in our study,
EOM-IP-CCSD, are nearly as good as those obtained using the CC3
scheme, although the EOM-IP-CCSD scheme provides only second-
order PT consistency for the 1h-type states and first-order consis-
tency for the 2h-1p states.23 The EOM-IP-CCSD and CC3 results
disagree for the (11a′)−1 state, which possesses an increased 2h-1p
character, where their disparity in ionization energies amounts to
0.7 eV.

Whereas the results of the CC and ADC(3) methods appear to
be comparably accurate, there is an important distinction between
them concerning the position of the (15a′)−1 state, associated with
the σNLP nitrogen lone-pair orbital, in the spectrum. The ADC(3)

methods predict the (15a′)−1 state to be the third lowest state, as also
do the HF/Koopmans and OVGF calculations, while the CC meth-
ods shift it down in energy to become the second lowest state. This
situation is very similar to that for the σNLP orbital in pyridine where
the shift is caused by the large relaxation energy associated with the
ionization out of this orbital.9 In imidazole, the relaxation mecha-
nism is essentially the same as in pyridine and consists in screening
of the σNLP hole by the π–π∗ excitations. The latter is recognized,
e.g., from the notable admixtures of (σNLP)−1(π)−1π∗-type configu-
rations in the expansion of the ADC(3) eigenvectors for the (15a′)−1

state.
The relaxation energy can be estimated as a difference between

the results of the HF/Koopmans and the HF/ΔSCF calculations (cor-
responding to the frozen- and relaxed-density HF pictures, respec-
tively). In our HF/ΔSCF calculations, the cc-pVTZ basis set was
employed and the cationic states were computed at the restricted
open-shell HF (ROHF) level of theory. The resulting vertical ion-
ization energies for the (3a′′)−1 and (15a′)−1 states are 7.63 and
8.95 eV, respectively, which implies relaxation shifts of 1.0 and
2.90 eV, respectively. This demonstrates that the relaxation energy
for the σNLP orbital in imidazole is indeed very large and even
exceeds the relaxation energy for the similar orbital in pyridine
(2.73 eV).9

Since the energy gap between the (15a′)−1 and (2a′′)−1 states,
which are interchanged in the spectrum, is rather small (≤0.2 eV in
the correlated methods), their true order is, in fact, still question-
able and represents a subtle issue. The existing accuracy estimates
for the ADC(3) and CC methods,26,72–74 however, indicate that the
predictions of the CC3 scheme are likely to be more reliable. It is
also important to note that they are supported by the results of the
EOM-IP-CCSD method.

In order to further validate our findings, we studied the basis
set dependence of the EOM-IP-CCSD ionization energies, extrap-
olating toward the CBS limit.52,53 As can be seen from the results
appearing in Table IV, the systematic increase in the basis set size
up to aug-cc-pVQZ does not influence the order of the cationic
states but incrementally improves all the ionization energies by an
approximately uniform shift. The extrapolated CBS estimates differ
from the cc-pVTZ values presented in Table II by about +0.2 eV.
The present results indicate that the cc-pVTZ basis yields reasonably
converged ionization energies, although it might be advantageous to
augment the basis with the diffuse functions (aug-cc-pVTZ) since
this brings the results distinctly closer to the CBS limit. The eval-
uated CBS corrections were added to the CC3/cc-pVTZ results to
obtain the best theoretical estimates (BTEs) for the imidazole ion-
ization energies (Table II). For the D 2A′′ and F 2A′ states, where
the CC3 results are missing, the EOM-IP-CCSD ionization energies
were used instead.

B. Assignment of the photoelectron band structure
Figure 2(a) presents the complete inner and outer valence

region photoelectron spectrum of imidazole recorded with a photon
energy hν = 80 eV, while beneath it [Fig. 2(b)] is shown, for compar-
ison, a simulation derived from the ADC(3) calculated ionization
energies, as discussed in Sec. III A. The simulation provides a very
reasonable account of the experimentally observed spectral profile,
including the extensive satellite structure seen above ∼19 eV.
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TABLE IV. Vertical ionization energies (eV) of imidazole computed using the EOM-IP-CCSD method and series of the cc-pVnZ and aug-cc-pVmZ basis sets (n = D, T, Q, 5; m
= D, T, Q) as well as the estimates for the complete basis set limit, Δ(∞).

State MO cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ cc-pVQZ aug-cc-pVQZ cc-pV5Z Δ(∞)a

X 2A′′ 3a′′ 8.64 8.85 8.91 9.00 9.01 9.05 9.06 9.08
A 2A′ 15a′ 9.79 10.07 10.15 10.26 10.29 10.33 10.34 10.37
B 2A′′ 2a′′ 10.00 10.24 10.32 10.43 10.45 10.49 10.50 10.53
C 2A′ 14a′ 13.95 14.14 14.18 14.27 14.29 14.33 14.34 14.37
D 2A′′ 1a′′ 14.33 14.53 14.60 14.70 14.72 14.77 14.77 14.81
E 2A′ 13a′ 14.80 14.98 15.03 15.11 15.14 15.17 15.18 15.23
F 2A′ 12a′ 14.92 15.09 15.14 15.22 15.24 15.28 15.29 15.33
G 2A′ 11a′ 18.46 18.62 18.67 18.74 18.77 18.80 18.81 18.84
aMean of the cc-pVnZ and aug-cc-pVnZ basis set limits (n→∞); see the text for details.

FIG. 2. The complete inner and outer
valence region photoelectron spectrum
of imidazole: (a) the experimental spec-
trum recorded with parallel linear polar-
ization using a photon energy of 80 eV
(the sharp feature seen at 12.62 eV bind-
ing energy is a residual trace of H2O in
the sample); (b) simulated spectral pro-
file using ADC(3) calculated transition
energies and pole strengths (Table II),
convolved with a 0.55 eV FWHM Gaus-
sian shaping function.

A more detailed example of the outer valence region of the
photoelectron spectrum (PES), recorded with parallel and perpen-
dicularly polarized radiation, is plotted in Fig. 3. The BTEs of the
vertical binding energies (Table II), as discussed in Sec. IV A, are
marked against the experimental band structure. This now informs
our attempts to assign electronic structure to the photoelectron
bands.

The first band displays extended vibrational progressions
(Figs. 3 and 4). From the first peak in the experimental spectrum,
at 8.842 eV, the vibrational structure extends up to ∼9.7 eV, with
an approximate center of gravity at 9.1 eV. This energy is very sim-
ilar to the BTE value of 9.02 eV for ionization out of the 3a′′(π)
orbital, allowing an unambiguous assignment of this band. The sec-
ond band, located between ∼9.8 and 11.4 eV, also exhibits vibrational
structure and has a maximum at ∼10.4 eV (Fig. 3). According to our
theoretical results, this band can be attributed to the 15a′(σNLP) and
2a′′(π) orbitals, with the BTEs for their ionization energies being

10.30 and 10.51 eV, respectively. The mean of these two values
matches the position of the observed band maximum.

Toward higher binding energy, the spectrum becomes increas-
ingly complex and exhibits a broad, structured feature between ∼13.2
and ∼16 eV, with maxima at ∼13.8 and ∼14.8 eV, and a shoulder at
∼15.3 eV (Figs. 2 and 3). Our calculations indicate that the maxi-
mum at 13.8 eV originates mainly from the 14a′(σ) orbital (Table II
and Fig. 2). However, our BTE for the ionization energy of the
14a′(σ) orbital, 14.25 eV, is higher than the energy of the experi-
mental maximum. A possible reason for this discrepancy is that the
observed peak may originate from a superposition of several elec-
tronic/vibronic transitions. This view is supported by our ADC(3)
calculations which predict an intense 2A′′ 2h-1p satellite related to
the 1a′′(π) orbital in this energy region (see discussion above). The
second maximum, at ∼14.8 eV, corresponds, according to our the-
oretical results, to ionization out of the 1a′′(π) orbital, whose BTE
energy is 14.81 eV, while the shoulder at ∼15.3 eV can be assigned
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FIG. 3. An outer valence photoelectron spectrum of imidazole, recorded with a
photon energy of 24 eV. Included here are normalized measurements made with
the linear polarization axis set either parallel or perpendicular to the spectrom-
eter detection axis, showing the different intensity distributions. The photoelec-
tron anisotropy parameter β derived from these spectra, evaluated point by point
across the spectrum, is also plotted. [The plotting of β is suppressed in regions
of low photoelectron intensity since here the form of Eq. (2) greatly amplifies the
statistical noise in the weak background baseline.] The green horizontal bars mark
the regions (R1–R11) used to analyze the spectra. The binding energy ranges
corresponding to these regions are listed in Table I. At the bottom are marked
the best theoretical estimates (BTEs) obtained by applying the complete basis set
extrapolation estimate to the CC3/cc-pVTZ calculations (Table IV).

to the 12a′(σ) orbital with a BTE energy of 15.33 eV. The 13a′(σ)
orbital, characterized by a BTE energy of 15.09 eV, apparently
also contributes to the shoulder, as also do various 2h-1p satellites,
predicted here by our ADC(3) calculations (Table II and Fig. 2).

FIG. 4. The magic angle X 2A′′ state photoelectron spectrum of imidazole
recorded using a photon energy of 24 eV. Also shown is a 300 K FC simulated
spectrum with the calculated B3LYP/cc-pVTZ harmonic frequencies scaled by a
factor of 0.97.75 Its vibrationless origin is set at a binding energy of 8.842 eV. The
intensity of both the experimental and the simulated spectra is arbitrarily scaled for
plotting. Assignments of the most intense peaks in the stick spectrum are marked.
Also shown is the β anisotropy parameter curve obtained across this band.

The high density of states, and their complex nature, make the
spectral envelope observed in the energy range 13.2–16 eV difficult
to reproduce, leading to the discrepancy between the ADC(3) and
experimental spectral profiles (Fig. 2).

The next intense feature in the experimental photoelectron
spectrum, located between 17.5 and 21 eV, contains three peaks at
∼17.9, 19.2, and 19.9 eV (Figs. 2 and 3). Our results indicate that
only the lowest of these peaks can be tentatively assigned to a dis-
tinct transition, namely, ionization out of the 11a′(σ) orbital with
a BTE energy of 18.12 eV. The remaining higher-lying peaks are
built from various satellites originating from the 11a′(σ), 10a′(σ),
and 9a′(σ) orbitals (Fig. 2). The energy of ∼19 eV therefore marks the
onset of a more extensive breakdown in the single particle picture of
ionization.30

Above this 19 eV binding energy, the ADC(3) calculation pre-
dicts that the spectrum will exclusively consist of various 2h-1p satel-
lites which are related to the inner valence 8a′(σ), 7a′(σ), and 6a′(σ)
orbitals. As can be seen from the spectrum in Fig. 2, the groups of
satellites associated with the 8a′(σ), 7a′(σ), and 6a′(σ) orbitals can be
assigned to the diffuse spectral features with maxima at 23.3, 26.1,
and 30.6 eV, respectively.

C. Vibrational structure and Franck–Condon harmonic
simulations

The experimental (3a′′)−1 X 2A′′ state photoelectron band
is plotted in Fig. 4, together with a 300 K Franck–Condon har-
monic vibrational simulation. The calculated harmonic frequencies
are listed in Table S3 (supplementary material). The plotting off-
set of the internal vibrational energy scale of the simulation has
been adjusted for the best alignment between the observed and the
predicted vibrational structure. An expanded view of the first peak
in Fig. 4 is presented in Fig. S1 (supplementary material). The FC
simulation indicates that the peak maximum accurately coincides
with the position of the 0–0 origin transition, with no skewing
of the peak profile resulting from the adjacent, much less intense
hot band transitions. Consequently, we identify the experimental
peak maximum at 8.842 ± 0.001 eV with the adiabatic ionization
energy.

Across the whole of this first band a very satisfactory agree-
ment has been achieved between the experimental and simulated
spectra, and this allows the vibrational structure to be assigned. The
simulation indicates that the principal peaks are due to excitations
involving the ν7

+ and ν12
+ modes, either alone or in various com-

binations with each other. In addition, smaller contributions arise
from excitation of the ν14

+ mode, either alone or in combination
with the ν7

+ or ν12
+ modes. Figure S2 of the supplementary material

shows the experimental X 2A′′ state photoelectron band with the
main peaks marked and assigned; Table S4 lists the corresponding
binding energies. Experimentally derived vibrational energies of 170
and 124 meV have been obtained for the ν7

+ and ν12
+ modes, respec-

tively, based on the spacing between the peak due to the adiabatic
transition and that associated with the first member in each pro-
gression. Our calculated energies for the ν7

+ and ν12
+ modes, after

applying an appropriate harmonic scaling of 0.968,75 are 170 and 125
meV, respectively.

The good agreement between the experimental and simu-
lated spectra for the first photoelectron band indicates that the FC
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model, including the Born–Oppenheimer approximation invoking
separable nuclear and electronic motions, appears valid for the
X 2A′′ state.

The second photoelectron band, lying in the binding energy
range ∼9.8 to 11.4 eV, is shown in Fig. 5. Experimentally, this band
exhibits vibrational structure, which appears to consist of a single
progression, up to a binding energy of ∼10.55 eV. Although the
separation between the vibrational peaks is slightly irregular, the
average spacing is ∼108 meV. According to our BTEs [Table II and
Fig. 5(a)], this band should arise from ionization out of the 15a′

and 2a′′ orbitals, with the vertical binding energy of the 15a′ orbital
being very slightly lower (0.21 eV) than that of the 2a′′ orbital.
However, some of the alternative calculations in Table II have the
ordering exchanged. In any event, the predicted small differences
between these orbital energies suggest that the associated vibra-
tional envelopes are likely to overlap. Figures 5(b) and 5(c) com-
pare the experimental spectrum with the FC simulated spectra due

FIG. 5. The second band of the magic angle photoelectron spectrum of imidazole
recorded with a photon energy of 24 eV: (a) the β-parameter derived from the
parallel and perpendicular polarization recordings [Eq. (2)] and the BTE values for
the vertical 15a′ and 2a′′ ionizations, (b) comparison with TD-B3LYP/cc-pVDZ FC
simulation for 15a′ ionization, and (c) similar comparison for 2a′′ ionization with
the origin set 0.21 eV higher as suggested by the difference in the 15a′ and 2a′′

BTE binding energies. The harmonic frequencies in the simulations shown in (b)
and (c) have been scaled by factors of 1.17 and 0.90, respectively. The principal
vibrational excitations are marked.

to the 15a′ and 2a′′ orbitals. These simulated profiles include exci-
tations from all thermally populated vibrational levels in the neu-
tral molecule, while, for plotting, the underlying stick spectra have
been restricted to the more intense transitions to avoid an exces-
sively congested appearance. The principal vibrational assignments
suggested by these simulations are marked in panels (b) and (c)
of Fig. 5.

For the 15a′ orbital, the predicted vibrational structure
[Fig. 5(b)] is dominated by a progression in the ν15

+ mode, with a
much weaker progression involving excitation of the ν15

+ mode in
combination with a single quantum of the ν12

+ mode. The simulated
spectrum for the 2a′′ orbital [Fig. 5(c)] predicts that the principal
vibrational transitions are due to two progressions, each involving
excitation of the ν5

+ mode, with one of the progressions having
an additional single quantum of the ν10

+ mode. These modes are
illustrated in Fig. S3 (supplementary material).

The overall agreement between the FC simulations and exper-
iment is at best modest. Although both simulations would seem to
have the ability to rationalize the distinct coarse vibrational struc-
ture on the low binding energy side of the experimental band, dis-
crepancies increase beyond the band maximum at ∼10.3 eV. While,
in principle, fast dissociation can lead to increased diffuseness in
photoelectron bands, the loss of the coarse ∼0.1 eV spaced vibra-
tional structure observed here would imply dissociation lifetimes of
just a few fs. Without further evidence we therefore discount this
mechanism as a full explanation.

Significantly, the overall width of the predicted 2a′′ FC vibra-
tional envelope clearly exceeds that of the second photoelectron
band observed in the binding energy range 9.8–11.4 eV (Fig. 5).
Hence, even if a simple overlap of the 15a′ and 2a′′ vibrational struc-
tures with an empirically adjusted offset is anticipated, the experi-
mental bandwidth and loss of structure to high binding energy can-
not be reproduced. In fact, confidence in these FC simulation results
is further eroded because the harmonic scaling factors required
to induce the apparent agreement with the experimental progres-
sion are, respectively, 1.17 and 0.9. Both of these scaling factors fall
well beyond the typical B3LYP harmonic frequency scaling of ∼0.97
required to correct for well-documented limitations of the harmonic
model.75 Hence, we conclude that, unlike the X 2A′′ state photo-
electron band, the harmonic FC simulations here fail to provide a
fully convincing model to explain the experimental observations.
Going further, we may infer the likelihood of strong vibronic inter-
action between the A 2A′ and B 2A′′ states from this behavior and
its implied invalidation of the underlying FC assumption of nuclear
dynamics on a single adiabatic potential surface. Vibronic interac-
tions of a similar nature have recently been investigated in cis- and
trans-dichloroethene.76–78

In the third photoelectron band, the BTEs for the vertical bind-
ing energies (Table II) suggest that the main contribution to the low
binding energy region should be due to the 14a′ orbital. In the exper-
imental spectrum of this band (Fig. 6), weak vibrational structure is
observed in the binding energy range ∼13.2 to 14.2 eV. Our FC simu-
lation for the 14a′ orbital ionization appears qualitatively to replicate
such structure appearing on the leading edge of the experimental
band, and to suggest a plausible width for this band (although exper-
imentally that is obscured by developing overlap with the next three
transitions whose binding energies are indicated by the BTE values
marked in Fig. 6).
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FIG. 6. The third band of the magic angle photoelectron spectrum of imidazole,
recorded with a photon energy of 24 eV, and the β-parameter measurement across
this region. The BTE vertical ionization energies are marked at the bottom, along
with the (1a′′) and (13a′) satellite transitions. A TD-B3LYP/cc-pVDZ FC simulation
for the lowest 14a′ ionization, with harmonic frequencies scaled by a factor 1.2, is
included for comparison.

According to the FC simulation for the 14a′ orbital, progres-
sions involving various combinations of the ν13

+ and ν14
+ modes,

and, to a lesser extent, the ν10
+ mode, form the major features in the

simulated spectrum. The experimental spacings between the vibra-
tional peaks are somewhat irregular, but near the beginning of the
band the separation is ∼145 meV. The calculated harmonic vibra-
tional energies of the ν13

+ and ν14
+ modes are ∼20% lower than

this experimental value (see Fig. S3 of the supplementary material),
and without such an unexpectedly large scaling, as applied in Fig. 6,
the FC simulation provides only a qualitative model for the vibra-
tional structure observed in the third photoelectron band. It should
be borne in mind, however, that a 2h-1p satellite of 2A′′ symme-
try, associated with the 1a′′ orbital, is predicted at 13.94 eV and,
hence, will influence the profile of the third photoelectron band at
low binding energies.

The final photoelectron peak(s) in the binding energy range
17–21 eV is shown in Fig. 7. Unlike the lower energy peaks, it has no
clear vibrational structuring, and consequently no FC simulations
have been attempted.

D. Photoelectron branching ratios
The photoionization dynamics for the eight outermost occu-

pied orbitals of imidazole (3a′′ through to 11a′) have been studied
theoretically using CMS–Xα calculations. The dipole matrix ele-
ments obtained in these calculations can be further processed to gen-
erate partial (orbital specific) cross sections and β-parameters. The
former are shown plotted in Fig. S4 (supplementary material), but
these cannot be directly compared with the experiment as absolute
cross sections were not obtained. Relative cross sections (intensities)
can, however, be compared as electronic state branching ratios. In
the present case, this comparison is further restricted since only the
first photoelectron band (associated with the X 2A′′ state) is due to
ionization out of a single orbital (3a′′).

FIG. 7. The fourth band of the magic angle photoelectron spectrum of imidazole,
recorded with a photon energy of 24 eV, and the β-parameter measurement across
this region. No vibrational simulations were attempted for this region (see the text).

The experimental branching ratio for a specific photoelectron
band, or group of bands, is defined as the intensity in that band
divided by the sum of the intensities in all the energetically accessi-
ble bands. Thus, at each photon energy, the experimental branching
ratios sum to unity. The theoretical branching ratios are similarly
defined in terms of the calculated photoionization partial cross sec-
tions, normalized by the combined total cross section. Therefore, the
theoretical branching ratios must also sum to unity at a given photon
energy.

We compare the experimental branching ratios for the first,
second, and third photoelectron bands with the corresponding
summed 3a′′, (15a′ + 2a′′), and (1a′′, 14a′, 13a′, 12a′) partial chan-
nel cross section ratios. The resulting branching ratios are presented
in Fig. 8, where experiment and theory are seen to be in good accord
over the full photon energy range.

FIG. 8. The experimental and theoretical intensity branching ratios for the first,
second, and third photoelectron bands, corresponding to the 3a′′, (15a′ + 2a′′),
and (1a′′, 14a′, 13a′, 12a′) orbitals. The theoretical curves for each band
were obtained by summing the CMS-Xα photoionization partial cross sections
corresponding to the orbitals assigned to that photoelectron band.
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The theoretical branching ratios display rather more structure
at the lowest photon energies than is experimentally observed. On
closer inspection of the calculations, this structure can be attributed
to two strong ka′ shape resonances, below ∼10 eV electron kinetic
energy, which are predicted in the (a′)−1 photoionization channels.
These are especially obvious in the 15a′, 14a′, 13a′ partial cross sec-
tions (see Fig. S4), but it is not unexpected for such resonances to be
exaggerated in fixed geometry CMS–Xα calculations, such as those
performed here.79

Despite the limitations inherent in this branching ratio com-
parison, the overall agreement with the experiment achieved by
the CMS–Xα calculations offers some assurance that they can
provide meaningful descriptions and predictions for the imida-
zole photoionization dynamics. In Sec. IV E, we consider the
behavior of the photoelectron anisotropy parameters using these
calculations.

E. Photoelectron angular distributions
An overview of how the experimental β-parameter varies across

the photoelectron bands is available for the spectrum recorded at
a photon energy of 24 eV (Fig. 3). Further examples of the magic
angle, outer valence photoelectron spectra, and the corresponding
β-parameter curves at photon energies of 26, 30, and 50 eV may be
found in Figs. S5–S7 (supplementary material). It is clear that the
measured β-parameters depend on the specific ionic state and the
photon energy, but may also show strong variation across the profile
of an individual photoelectron band.

To pursue the photon energy dependences for specific photo-
electron bands, vibrationally averaged experimental β-parameters,
corresponding with the binding energies specified in Table I, have
been extracted. Only region 1 encompasses a photoelectron band
due to ionization out of a single orbital (3a′′). The binding energy
ranges of the other regions have been chosen to correlate with spe-
cific structure occurring in the experimental photoelectron spec-
trum (Fig. 3) and the electron signal within a specific region is
not necessarily associated with a single orbital. This mixing may
arise from the overlap of a photoelectron band corresponding to
a particular orbital with that of an adjacent orbital with a similar
ionization energy. The breakdown of the single particle model of
ionization,30 leading to the formation of satellites, may also result
in the mixing of contributions from different orbitals. For exam-
ple, our ADC(3) results predict that region 4 contains, in addition
to the main-line associated with the 14a′ orbital, a satellite whose
intensity originates from the 1a′′(π) orbital. In Table I, we have
used our ADC(3) calculations to predict which orbitals may con-
tribute to ionization in a specific energy range and photoelectron
band.

Figure 9(a) shows the calculated and experimental energy-
dependent β anisotropy parameters associated with the first photo-
electron band (unambiguously assigned to the single 3a′′ orbital).
These are in good agreement and exhibit a photon energy depen-
dence typical of that expected for a π-orbital,80–82 namely, a rapid
rise from a low value near threshold to reach a high plateau value at
an electron kinetic energy of ∼40 eV.

The variation in the β-parameter with increasing vibrational
excitation across the X 2A′′ state photoelectron band profile is shown
in Fig. 4. As can be seen, the β-value exhibits some correlations

FIG. 9. A comparison between the experimental and theoretically predicted pho-
toelectron anisotropy parameters, β, for (a) the first photoelectron band due to the
(3a′′)-1 X 2A′′ state and (b) the second photoelectron band due to the (15a′)-1

A 2A′ and (2a′′)-1 B 2A′′ states. The binding energy regions used to sample the
experimental data are defined in Table I.

with the well-delineated vibrational structure, but the values coin-
ciding with the peaks of the vibrational structure remain essentially
constant and do not depend on the level of vibrational excitation
(the weak decline in β across the band is readily attributable to the
reduction in electron kinetic energy with increasing vibrational exci-
tation at a fixed photon energy—not to any vibrational dynamics).
Such a behavior is expected for an orbital where the photoioniza-
tion can be described within the Born–Oppenheimer approximation
of fully decoupled electronic and nuclear motions. This inference is
consistent with the good agreement found between the simulated
(3a′′)−1 X 2A′′ state vibrational structure, based on FC factors, and
the observed spectrum.

The binding energy ranges for regions 2 and 3 (Table I), which
encompass the second photoelectron band (Fig. 3), have been cho-
sen such that region 2 includes all the observed vibrational structure
and region 3 covers the featureless higher binding energy range.
The calculated photon energy-dependent anisotropy parameters for
the 15a′ and 2a′′ orbitals are plotted in Fig. 9(b), together with the
experimental β-parameters for these regions. A comparison between
the theoretical and experimental results shows that for region 3 the
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energy dependence of the β-parameter is very similar to that calcu-
lated for the 2a′′ orbital, suggesting that the energetic ordering is
indeed 15a′ < 2a′′, as predicted (Table II) by the CC methods. On
the other hand, the data for region 2 lie midway between those cal-
culated for the 15a′ and 2a′′ orbitals. A likely explanation is that the β
values for the 15a′ are indeed lower, but that contributions from the
higher 2a′′ ionization are not fully excluded by the selected binding
energies for region 2.

Figures 3 and 5 show that the β-value across the second pho-
toelectron band starts low near the low binding energy edge and
increases toward higher binding energies. At photon energies above
26 eV the β-values clearly reach a plateau in the second half of the
band (Figs. S5–S7). The observed low β-value near the beginning of
the second photoelectron band, and the higher value reached toward
the center of the band, already noted in Fig. 9(b), allows us to infer
that the binding energy of the 15a′ orbital is less than that of the 2a′′

orbital, in corroboration with our best theoretical estimates of the
vertical binding energies of these two orbitals.

The third photoelectron band (Fig. 6) is attributed to ioniza-
tion from three σ-type orbitals (14a′, 13a′, and 12a′) and one π-type
orbital (1a′′). According to our ADC(3) results (Table II), the single
particle model of ionization30 is valid for the three σ-type orbitals
with each orbital possessing a well-defined main-line. However, the
1a′′ main-line pole strength is only ∼0.5 and a 2h-1p shake-down
satellite deriving intensity from the 1a′′ orbital is predicted near
the beginning of the third band. The anisotropy across this bind-
ing energy range of 13.1–16.3 eV has been analyzed by dividing the
range into four regions (Table I and Fig. 3). Regions 6 and 7 com-
prise two broad featureless bands. In contrast, vibrational structure
is observed in regions 4 and 5. The demarcation between regions
4 and 5 does not correspond to any distinct feature in the experi-
mental spectrum and has been chosen simply to investigate whether
the photoionization dynamics differ within the binding energy range
13.1–14.3 eV.

The experimental β-parameters for regions 4–7, and the calcu-
lated anisotropy parameters for the 14a′, 13a′, 12a′ and 1a′′ orbitals,
are plotted in Fig. 10. The experimental β-parameters for regions 4
and 5 are similar, as are those for regions 6 and 7. The calculated
β-values for the 12a′, 13a′, and 14a′ orbitals are similar to one
another and increase fairly slowly as the photon energy increases.
Such an energy dependence is characteristic of ionization out of a
σ-type orbital.80–82 Contrastingly, the calculated β-value for the 1a′′

orbital is everywhere larger, and shows a more rapid rate of increase,
as would be expected for a π-type orbital.80–82

While all the experimental β-values are effectively midway
between limits set by the theoretical predictions, suggesting that all
the sampled regions may represent some averaging of σ- and π-type
orbital ionizations, the observation of the highest β-values in region
4 could indicate a significant contribution from the 1a′′ shake-down
satellite transition identified by our ADC(3) calculations (Table II)
as occurring at 13.78 eV. This satellite would thus fall on the low
energy side of the third photoelectron band (Fig. 6). No theoret-
ical β-parameter predictions are available for this satellite, but we
may assume that it would be similar to the characteristic π-type
β-parameter associated with the 1a′′ main-line.

The observed variation in the β-parameter across the third
photoelectron band (Fig. 6) provides an alternative view of the
photoelectron anisotropy, with a clear distinction between regions

FIG. 10. A comparison between the experimental and theoretically predicted pho-
toelectron anisotropy parameters, β, for ionizations contributing to the third photo-
electron band (regions 4–7; see Table I and Fig. 3). The (14a′)-1 C 2A′, (1a′′)-1 D
2A′′, (13a′)-1 E 2A′, and (12a′)-1 F 2A′ states lie in these regions (Table II); see
the text for details.

4 and 5, and regions 6 and 7. The initial rise, and subsequent fall,
of β in regions 4 and 5 suggests that the intensity near the begin-
ning of the third band arises predominantly from the 1a′′ orbital,
but that contributions from σ-type orbitals increase toward higher
binding energy. The contribution from the 1a′′ main-line transition
is, however, somewhat harder to identify. Nevertheless, the varia-
tion in the measured β-parameter appears to support the predic-
tion from the ADC(3) calculations of a low energy 2h-1p satellite of
π-character.

The fourth photoelectron band (Fig. 7), appearing in the bind-
ing energy range 17.3–21.0 eV, arises from the 11a′, 10a′, and 9a′

orbitals, but our calculations predict (Table II) that only the 11a′

orbital possesses a main-line, and even in this case, the pole strength
is only ∼0.58. Clusters of satellites due to the 11a′ orbital, and espe-
cially the 10a′ and 9a′ orbitals, form a broad band in the theoretical
ADC(3) photoelectron spectrum (Fig. 2). To analyze the experimen-
tal spectrum (Fig. 7) formed by these satellites, four binding energy
ranges have been defined, and these correspond to regions 8–11
(Table I and Fig. 3). The latter two regions correspond to bands
centered at binding energies of ∼19.2 and 19.9 eV, while the broad
band at lower binding energy is further subdivided into two regions,
8 and 9, in response to the weak shoulder visible at ∼18.4 eV in
Fig. 7. Figure 11 shows the experimental β-parameters for regions
8–11, and the calculated anisotropy parameters for the 11a′ and 10a′

orbitals. The experimental β-parameter for region 10 is noticeably
lower than those for regions 8, 9, and 11 near threshold (Figs. 3
and 7). As the photon energy increases, the β-parameters for the
four regions become similar and exhibit an energy dependence typ-
ically associated with ionization out of a σ-type orbital (see Figs.
S5–S7 of the supplementary material). The calculated β-parameter
for the 10a′ orbital is significantly lower than that for the 11a′ orbital
near threshold, perhaps suggesting that satellite states with signifi-
cant contribution from the (10a′)−1 configuration contribute to the
intensity in region 10.
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FIG. 11. A comparison between the experimental and theoretically predicted pho-
toelectron anisotropy parameters, β, for ionizations contributing to the fourth pho-
toelectron band (regions 8–11; see Table I and Fig. 3). CMS-Xα results are shown
for the 11a′ and 10a′ orbitals.

V. CONCLUSIONS
We have studied the valence photoelectron spectrum of room

temperature imidazole vapor at high resolution using a wide range of
photon energies, extending up to 100 eV. In the outer valence region,
we have further examined the photoelectron angular distribution,
employing pairs of spectra recorded with linearly polarized radia-
tion oriented perpendicular and parallel to the electron detector axis
to extract the anisotropy parameter, β. The experiments are comple-
mented by theoretical calculations aiming to identify the electronic
and vibrational excitations and to provide photoionization cross
sections and β-parameters.

ADC(3) calculations have been used to estimate the vertical
ionization transition energies; going beyond the independent elec-
tron (1h) model, these cover various final states with 2h-1p and
mixed 1h/2h-1p character. Such calculations are essential for inter-
preting the inner valence region, but in fact they identify the possibil-
ity of intense 2h-1p satellites of the (1a′′)−1 and (13a′)−1 ionizations
at energies as low as 13.8 and 15.3 eV, respectively, in the outer
valence region of the spectrum. Conversely, and with these excep-
tions, the outer valence photoelectron bands observed below a bind-
ing energy of ∼18 eV are confirmed as direct single electron orbital
ionizations, and this region has then received the more intensive
examination.

Various other theoretical methods treating electron correlation
and orbital relaxation have been used to estimate vertical ioniza-
tion energies. Coupled cluster calculations have been extrapolated
to the complete basis limit to provide a set of best theoretical esti-
mates, which are used to provisionally assign the structure observed
in the outer valence photoelectron spectrum. Nevertheless, possible
ambiguities due to the close similarity of the 15a′ and 2a′′ binding
energies and the predicted presence of the 1a′′ and 13a′ satellites in
this outer valence region remain to be settled. The intensity profile
of the second band in the experimental spectra, which is assigned
to the (15a′)−1 A 2A′ and (2a′′)−1 B 2A′′ states, is not sufficient to

distinguish these two contributions. The third major structure in
the spectrum is more complex with three peaks that appear to cor-
respond to overlapping bands but is predicted to encompass four
main-line transitions and two satellites according to the calculated
binding energies.

The measurement of the photoelectron angular distribution
provides partial corroboration and clarification of the assignments.
In the second photoelectron band, low values of the anisotropy
parameter, β, are recorded on the low binding energy side of the
band, but these rise to a higher, sustained value by the band center.
From this, the energetic ordering 15a′ < 2a′′ can be inferred, based
on the general characteristics of σ- and π-orbital angular distribu-
tions and, more specifically, on the theoretically predicted β-values
for these states obtained in the current study. Likewise, the β-value
is significantly higher in the photoelectron band around 13.8 eV
(regions 4 and 5) than it is in the adjacent bands around 14.8 and
15.4 eV (regions 6 and 7), again taken as indicative of a strong π-type
contribution to the former that may be associated with the predicted
1a′′ satellite at 14 eV binding energy. Nevertheless, a clear contribu-
tion of the 1a′′ main-line excitation remains undetermined by this
analysis.

A central aim of this study has been to establish how far the
vibronic structure deviates from a simple adiabatic model. The X
2A′′ state photoelectron band exemplifies this level of isolated elec-
tronic state approximation. Its distinct vibrational peaks have spac-
ings that are essentially (with only minor scaling) reproduced by
harmonic vibrational calculation, and intensities that are in excel-
lent agreement with the calculated harmonic Franck–Condon fac-
tors. This has facilitated a full vibrational assignment. Moreover, the
β-value variation correlates closely with the vibrational features and,
for a given photon excitation energy, the value of β at the vibrational
peak positions is effectively constant across the X state band, con-
firming the decoupling of electronic and vibrational motion implicit
in the Franck–Condon model.

The low binding energy region of the second photoelec-
tron band, provisionally associated above with the 15a′ ionization,
also displays vibrational structure, appearing as a simple progres-
sion superimposed on a broader base of unresolved transitions.
A Franck–Condon simulation with modified harmonic frequencies
semi-quantitatively reproduces the first few vibrational peaks. Cor-
respondingly, the 2a′′ Franck–Condon simulation can be caused to
match the continuation of the experimental “progression,” but again
only after modification of the calculated harmonic frequencies, and
it fails to rationalize the loss of distinct vibrational structure observed
on the high binding energy side of the band. Most tellingly, its over-
all vibrational envelope extends well beyond the experimental width
of the second photoelectron band. It is thus concluded that this
band cannot be modeled as a simple overlapping superposition of
two independent vibrational progressions related to ionization out
of the 15a′ and 2a′′ orbitals. The required up- and down-scaling
of the calculated harmonic frequencies indicates that curvature of
both the upper and lower adiabatic potentials may be considered
in some way deficient. We therefore hypothesize a vibronic cou-
pling between these two close lying (15a′)−1 and (2a′′)−1 states, with
the nuclear dynamics occurring over the coupled potentials of both
states.

This does not necessarily invalidate the interpretation of the
change in β-parameter noted across the second photoelectron band.
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Theoretically, it can be expected that when the dynamics are formed
by two interacting states, the observed asymmetry will be deter-
mined by the leading term in the state expansion.83 This has been
observed, for example, in the photoelectron band system due to
the A 2B2, B 2A1, and C 2A2 states of cis-dichloroethene76 with the
vibronic interaction confirmed by ab initio calculation.77

The structure observed in the photoelectron band of imidazole
around 14 eV can be qualitatively reproduced by Franck–Condon
simulation for the 14a′ ionization (albeit with, again, a surpris-
ingly large rescaling of the calculated harmonic frequencies), but
this rather contradicts the β-parameter measurement for this band,
which has been interpreted as indicating a significant π-type char-
acter, putatively from the 1a′′ satellite. In fact, however, the
β-parameter varies strongly across the band, which might result
from either the blending together of two or more overlapping,
non-interacting state ionizations or from β displaying a non-
Franck–Condon dependence on the degree of vibrational excitation.
This again raises the possibility of vibronic coupling between at least
some of the adjacent ionic states (C 2A′, D 2A′′, E 2A′′, and F 2A′)
associated with the third photoelectron band.

Recent studies on cis- and trans-dichloroethene76–78 have inves-
tigated the influence of non-adiabatic nuclear dynamics in the outer
valence ionic states. In particular, the theoretical modeling predicted
vibronic interactions between the A 2B2, B 2A1, and C 2A2 states,
and the D 2B1 and E 2B2 states, leading to complex photoelectron
band systems. Moreover, the experimental anisotropy parameters,
measured across a particular band system, exhibited a highly irreg-
ular dependence upon the level of vibrational excitation. Such an
energy dependence is at odds with expectations based on the adi-
abatic approximation of isolated electronic states, each having an
associated (non-interacting) potential energy surface. The similar-
ity between some of the present results for imidazole, and those for
dichloroethene, suggest that vibronic coupling may be affecting the
valence ionic states of imidazole. An ab initio investigation of the
possible vibronic coupling in imidazole is ongoing.

SUPPLEMENTARY MATERIAL

See the supplementary material for the presentation of addi-
tional experimental spectra, tables of computed geometry and vibra-
tional modes, and a table giving cation vibrational energies.
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