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ABSTRACT

We report on planar target experiments conducted on the OMEGA-EP laser facility performed in the context of the shock ignition (SI) approach
to inertial confinement fusion. The experiment aimed at characterizing the propagation of strong shock in matter and the generation of hot
electrons (HEs), with laser parameters relevant to SI (1-ns UV laser beams with I �1016 W/cm2). Time-resolved radiographs of the propagating
shock front were performed in order to study the hydrodynamic evolution. The hot-electron source was characterized in terms of Maxwellian
temperature, Th, and laser to hot-electron energy conversion efficiency g using data from different x-ray spectrometers. The post-processing of
these data gives a range of the possible values for Th and g [i.e., Th½keV� 2 (20, 50) and g 2 (2%, 13%)]. These values are used as input in hydro-
dynamic simulations to reproduce the results obtained in radiographs, thus constraining the range for the HE measurements. According to this
procedure, we found that the laser converts �10% 6 4% of energy into hot electrons with Th¼ 27 6 8 keV. The paper shows how the coupling
of different diagnostics and numerical tools is required to sufficiently constrain the problem, solving the large ambiguity coming from the post-
processing of spectrometers data. The effect of the hot electrons on the shock dynamics is then discussed, showing an increase in the pressure
around the shock front. The low temperature found in this experiment without pre-compression laser pulses could be advantageous for the SI
scheme, but the high conversion efficiency may lead to an increase in the shell adiabat, with detrimental effects on the implosion.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0059651

I. INTRODUCTION

Shock ignition (SI) is an alternative approach to direct-drive iner-
tial confinement fusion that is based on the separation of the
compression and the ignition phases. A low-intensity laser pulse of

�1014W/cm2 compresses the fuel, followed by an high-intensity
(�1016W/cm2) “spike.” This latter launches a strong converging
shock at the end of the compression phase. The collision of this shock
with the rebound compression shock raises the hotspot pressure
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creating the conditions to ignite the fuel.1–3 The high laser intensity
required in the ignition phase exceeds the thresholds for the genera-
tion of different laser-plasma instabilities (LPIs). These instabilities
take place in the underdense region of the plasma, preventing part of
the laser energy from arriving at the critical surface where more effi-
cient absorption mechanisms can occur. In addition, large amounts of
hot electrons are generated by the electron plasma waves (EPWs) cre-
ated by stimulated Raman scattering (SRS) and two-plasmon decay
(TPD).4,5 These hot electrons (HEs) may preheat the fuel, making the
compression more difficult, or they can increase the hotspot mass by
ablating the inner shell interface and hence increasing the threshold
for ignition.6,7 On the other hand, an enhanced shock and ablation
pressure from low-temperature hot electrons are predicted.8 In partic-
ular, these effects were investigated in planar9,10 and spherical target
configuration11 experiments. As such, a critical step for assessing the
feasibility of shock ignition is the characterization in terms of energy
and number of the hot-electron population and to understand its
effects on the hydrodynamics of the target. Although several experi-
ments have addressed this point,12,13 we are still far from a complete
comprehension of the problem, especially in conditions that are
directly relevant to SI.14

In this context, we performed an experiment at the OMEGA-EP
laser facility in the intensity range required for shock ignition. A UV
(k¼ 351nm) laser of intensity of �1016 W/cm2 was focused on a pla-
nar multilayer target producing a strong shock. Because of the absence
of low-intensity pre-compression beams, the plasma scale lengths
and the coronal electronic temperatures reached in this experiment
(Ln � 150lm, Te � 2keV) are lower compared to the real SI conditions
(Ln � 600lm, Te � 5keV).

The shock propagation was monitored using x-ray time-resolved
radiography. Several x-ray spectrometers were used to characterize the
hot-electron beam in terms of temperature and intensity, and a back-
scattering spectrometer was used to collect the laser backscattered
light.

The paper is structured as follows: a description of the experi-
mental setup and the diagnostics involved is given in the first part.
Then, we describe the post-processing techniques of the spectrometer
data and the coupling with hydrodynamic simulations done in order
to characterize the electron beam. Finally, we discuss the evolution of
hydrodynamic quantities considering the influence of hot electrons.

II. EXPERIMENTAL SETUP

The experiment was performed in the target chamber of the
four-beam OMEGA-EP laser facility15 at the Laboratory for Laser
Energetics. One or two high-intensity UV interaction beams (B1, B4)
(k¼ 351nm, 1.0 ns square pulse, beam energy of � 1.25 kJ, f =6:5)
irradiated a multi-layer target to produce a strong shock wave and
copious amount of hot electrons. The UV interaction beams were
tightly focused on the target surface without phase plates to a focal

spot size of � 130lm providing a nominal vacuum laser intensity of
�1� 1016 W=cm2 for one beam and �2� 1016 W=cm2 for two
beams. Planar targets consisted of two layers (175 or 250lm CH/20 or
10lm Cu) fabricated to 500lm diameter disks. These were mounted
on a 50lm thick CH slab aiming at inhibiting hot-electron recircula-
tion. The UV interaction lasers impinged on front of the 175 (or 250)
lm thick CH layer at an angle of incidence of 23� with respect to the
target normal. The Cu middle layer served as a tracer for hot electrons
emitting Cu Ka x rays of 8.05 keV. Multiple x-ray diagnostics charac-
terized the emission generated by the hot-electron population in order
to obtain information on their energy spectrum.

The total yield of Cu Ka was measured by an absolutely calibrated
Zinc von Hamos x-ray spectrometer (ZnVH).16 This spectrometer
uses a curved HOPG crystal in von Hamos geometry to diagnose the
x-ray spectrum in the range of 7� 10 keV. A high-spectral resolution
x-ray spectrometer (HRS) used a spherically bent Si [220] crystal cou-
pled to a charge-coupled device to measure the time-integrated x-ray
emission in the 7.97- to 8.11-keV range.17 The hot-electron-produced
bremsstrahlung radiation was diagnosed by two time-integrating hard
x-ray spectrometers (BMXSs)18 at 25� and 65� off the target rear nor-
mal, respectively. The instruments are composed of a stack of fifteen
imaging plates (IPs) of MS type,19 alternated by filters of different met-
als. The x rays propagate into the stack creating a signal in the IPs
according to their energy: higher energy photons propagate deeper in
the stack. A schematic view of the filters disposition is shown in Fig. 1.

The whole stack is encapsulated in a cylindrical lead container in
order to reduce the background signal, and a further 10mm filter of
polytetrafluoroethylene C2F4ð Þn (PTFE, Teflon) is placed in front of
the stack shielding it from plasma debris. In addition, this filter blocks
low-energy photons coming from the coronal plasma and the copper
Ka signal, while allowing higher energy photons produced by the
propagation of hot electrons in the target.

A streaked sub-aperture backscattering spectrometer (SABS)
diagnosed the temporally resolved spectrum of the SRS backscattered
light (430 to 750nm). However, the total SRS reflected power could
not be directly measured due to the small collecting area.

One UV beam (B3) with a 3 ns square pulse irradiated a V foil
target to produce backlighter with a high flux of x-ray radiation at
5.2 keV, vanadium Hea line, used as source to perform time-resolved
radiographs (see Fig. 2). A total energy of �2.7 kJ impinged on the V
foil. The average intensity ranged from 3� 1014 to 5� 1014 W=cm2.
A 50lm thick CH heat shield placed between the backlighter and the
target absorbed the soft x-ray radiation from the V foil in order to pre-
vent any premature x-ray preheat of the multi-layer target.

A four-strip x-ray framing camera (XRFC)20 equipped with an
4� 4 array of 20-lm-diameter pinholes captured sixteen 2D images
of the shock front with 6� magnification at various times. The time
and the spatial resolutions of the camera were �100 ps and �15lm,
respectively.

FIG. 1. Schematic disposition of the filters (in gray) and imaging plates (in blue). X rays are penetrating the stack from the right.
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Finally, 1D time-resolved radiography was obtained by replacing
the XRFC with a slit imager and an x-ray streaked camera. The PJX
(a high-current, high-dynamic-range x-ray streak camera) streak cam-
era21 was operated in inverse mode with an 6mm � 90lm input slit
and 10 � 1000lm2 imaging slit providing a total magnification of
20�. The spatial resolution was about 10lm and 40 ps of temporal
resolution.

Table I presents a list of the performed shots considered in this
paper, indicating the availability of experimental data from the
diagnostics.

III. CHARACTERIZATION OF HOT ELECTRONS

Here, we present the methodology of analysis and post-
processing of the BMXS and ZnVH data. The response of the spec-
trometers is analyzed using Monte Carlo simulations, providing a first
estimation of the HE source. The results are then set as input in hydro-
dynamic simulations to reproduce the experimental behavior observed
in the radiography and refine the evaluation of the HE source.

A. Time-integrating hard x-ray spectrometer BMXS

The BMXSs are made by a stack of 15 image plate detectors with
metal filters interleaved in-between (see Sec. II). After recording the
signal, the imaging plates are read in a dedicated scanner which indu-
ces photo stimulated luminescence (PSL). Figure 3 shows the signal
recorded in shot No. 28407. In general, all the shots had signal up to
the seventh or eighth IP. The background noise is around 1% of the
signal of the seventh IP, and it does not influence the measure-
ment. The PSL value is related to the absorbed dose by a calibra-
tion curve.22

To extract the x-ray spectrum that led to a given energy deposi-
tion, one must first characterize the response of each IP inside the
BMXS to a monochromatic x-ray beam. This is calculated by perform-
ing MC simulations in which the 3D detector geometry is reproduced.
The simulations were performed with the Geant4 MC code23 using
the physics library Penelope.24 Here, we used 46 logarithmically
spaced photon spectral bins from 5keV to 1MeV in order to calculate
the deposited energy per photon DiðkÞ, in the kth IP for the ith energy
bin. The results are shown in Fig. 4.

For a generic photon distribution function fphðEÞ, it is possible to
calculate the energy deposition Et in the kth IP using the below
formula:

EtðkÞ ¼
X45
i¼1

ðEiþ1
Ei

fphðEÞ
DiðkÞ þ Diþ1ðkÞ

2
dE: (1)

Considering the decaying behavior of the signal through the IPs, we
chose an exponential photon distribution function of the type
fphðAph;Tph;EÞ ¼ Aph

E e�E=Tph with free parameters Aph and Tph. The
choice of this type of fphðEÞ is related to the fact that, as remarked
later, this is the shape of photon distribution function produced on the
detector by a 2D electron Maxwellian distribution function that propa-
gates inside the target. Furthermore, theoretical studies predict that
this kind of curves corresponds to the photon distribution function
produced by a 3D electron Maxwellian that propagate in an infinite
homogeneous plasma.25 The values of the free parameters Aph and

FIG. 2. Experimental setup for x-ray radiography. One UV beam irradiated a V foil
and one or two high intensity UV beams interacted with the multi-layer target. An x-
ray framing camera equipped with a pinhole array captured images of the shock
front at various times.

TABLE I. Summary of performed shots. Shot number and the correspondent interaction laser beam focused on target are shown. The availability of experimental data coming
from x-ray spectrometers and from radiography is indicated. In the radiographies Nos. 28410 and 28415, the poor contrast of the images makes the radiographies not
exploitable.

Shot Number Interaction beam on target BMXS ZnVH Radiography HRS

28406 B4 Available Available 2D not available Available
28407 B1 Available Available 2D available Available
28410 B1þB4 Available Not available 2D available but not exploitable Available
28412 B1 Available Available 1D available Available
28415 B1þB4 Available Available 1D available but not exploitable Available

FIG. 3. Example signals obtained in the IP stack for shot No. 28407.
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Tph are found fitting the experimental data by performing a reduced
v2 test. The latter reads

v2 ¼ 1
�

XNip

k¼1

EtðkÞ � E exp ðkÞ
� �2

r2
exp ðkÞ

! 1; (2)

where EtðkÞ is the calculated deposited energy, E exp ðkÞ is the experi-
mental one, r2

exp is the variance of the experimental value, and � is the
number of degrees of freedom.

Figure 5 shows the ensemble of the possible values for the param-
eters Aph and Tph that lead to v2 ! 1 for the two spectrometers, for

shot No. 28407. In general, a good agreement between the two spec-
trometers was observed for all shots.

Since there are several combinations of the possible values for the
parameters Aph and Tph that can reproduce the measurements, in the
continuation of our analysis we consider three representative points
for each BMXS (see Fig. 6): the two extreme points (fph1 and fph3) and
the central point (fph2). The proposed method presents a large uncer-
tainty in the determination of the parameters Aph and Tph.
Nevertheless, the three obtained curves lead to an energy deposition in
the IPs that is consistent with the experimental error of the measure
[see Fig. 6(b)]. The error is evaluated considering the standard devia-
tion calculated from the signal in the IPs. The degeneracy of the solu-
tions requires to constrain the problem using other experimental
results.

B. Ka spectrometers

The two Ka spectrometers, the ZnVH and the HRS, are based on
the same working principle: a crystal disperses the x-ray photons onFIG. 4. Response curves of each IP in the BMXS spectrometer calculated using

MC simulations.

FIG. 5. Contours of parameters Aph and Tph leading to a reduced v2 of 1 in the
post-processing of data from the two BMXS, for shot No. 28407. The results for the
spectrometers placed at 25� and 65� are given in red and black, respectively.

FIG. 6. (a) Contours of parameters Aph and Tph leading to a reduced v2 of 1 in the
post processing of the BMXS placed at 65� for the shot No. 28407. The three rep-
resentative points with the corresponding values of Aph and Tph are indicated. (b)
Experimental deposited energy in the IPs (red dots) and theoretical energy deposi-
tion expected considering the three fph (dashed lines).
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the sensitive part of the detector. In the ZnVH, a passive detection sys-
tem is used, the imaging plate, while the HRS uses a CCD. Knowing
the calibration of the spectrometers, it is possible to reconstruct the x-
ray spectrum detected. Figure 7 shows the signal detected by the
ZnVH for the shot No. 28407, after a correction for the background.
In the figure, it is possible to appreciate how the Cu Ka peak is well
resolved by the diagnostic. The integral of the peak gives the total
number of Ka photon per steradian that reached the instrument. As
shown by Fig. 8, the two spectrometers gave a consistent response in
terms of order of magnitude. As such, in the continuation of our anal-
ysis, we will consider only the data from the ZnVH.

C. Post-processing of the BMXS and ZnVH

Information on the hot-electron population is inferred by simu-
lating the propagation of the hot-electron beam in the target and

finding the parameters that reproduce both the bremsstrahlung emis-
sion and the Ka signal detected by the diagnostics. These simulations
are performed with Geant4,23 which allows for a detailed description
of the electron collision in matter and x-ray emission. Unfortunately,
the code does not account for the hydrodynamic evolution of the tar-
get and the collective effects, but these are playing a minor role in
determining the x-ray emission due to electron propagation. For suffi-
ciently large laser spot, the 1D assumption that the product qr is the
same for cold and for ablated target holds, where r is the target length
and q is the mass density for the two cases. Hence, at first order, elec-
trons should lose a similar amount of energy crossing a cold target or
the real irradiated one.

While the geometry and composition of targets are fully
described in the simulation, reproducing the exact position and geom-
etry of the detectors would require significant computational resources
in order to achieve acceptable statistics. Indeed, the spectrometers
were mounted on the chamber wall at 1.8 m from target chamber
center (TCC). For these reasons, the detectors in the MC simulation
are represented by spherical coronas at the correct angle and distance.
This approach improves statistics, but assumes cylindrical symmetry
(see Fig. 9).

The electron beam with a size of 100lm is injected from the
front side of the target where the laser impinges. Various cases are con-
sidered concerning the beam initialization: 645� or622� of initial
divergence and of 0� or 23� of inclination with the respect to target
normal. Bremsstrahlung and Ka generation were simulated using the
physics libraries Penelope and Livermore.26 Simulations were con-
ducted by launching 22 monochromatic beams with logarithmic-
spaced energies from 5 up to 300 keV. The 2D Maxwellian
feðNe;Th; EÞ ¼ Ne

Th
e�E=Th that reproduces both the bremsstrahlung

spectrum fphðEÞ on the BMXS and the Ka signal on the ZnVH is then
reconstructed. In the function, Ne represents the total number of elec-
trons and Th the temperature.

Concerning the bremsstrahlung spectrometers, as shown in Sec.
IIIA, three possible photon distribution functions are considered.

FIG. 7. X-ray spectrum detected by the ZnVH spectrometer for the shot No. 28407,
after the background correction.

FIG. 8. Ratio between the signal detected by the HRS and ZnVH, normalized by
1010 ph/sr. The two spectrometers yield data consistent with each other.

FIG. 9. Schematic illustration of target and detector configuration set in Geant4
simulation.
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Table II shows the electron distribution functions feðNe;Th;EÞ that
generate the three photon distributions fphðEÞ on the 65� BMXS for
shot No. 28407. Since no significant differences were observed between
the two physics libraries in the simulation of the bremsstrahlung radia-
tion, only the results from Penelope are shown. As can be observed,
there are no remarkable differences between different initial divergen-
ces and inclinations of the input electron beam. The low mean kinetic
energy of electrons leads to severe large-angle scattering that causes
the particles to lose their directionality. This strengthens the initial
assumption of cylindrical symmetry. As an example, Fig. 10 compares
fph1ðEÞ and the simulated bremsstrahlung spectra produced on the
65� BMXS using the fe1(E). For these particular target configurations
and energy ranges, the photon distribution produced by an exponen-
tial distribution function of electrons has the form of
fphðEÞ ¼ Aph

E e�E=Tph . This justifies the initial choice of fitting the
BMXS signal with these kind of functions (see Sec. IIIA). Across all
shots, it is possible to observe an average electron temperature Th that
spans from 20 up to 45 keV, with absolute number of electrons Ne

ranging from 5� 1015 up to 5� 1016.
Concerning the Ka simulations, similarly to the generation of the

bremsstrahlung spectrum, the initial configurations of the electron
beam is not seen to influence the Ka emission. Therefore, only results

from the simulations with 622� initial divergence and at normal inci-
dence beam are reported. Figure 11 shows the possible values of Ne

and Th that reproduce the Ka signal on the ZnVH, combined with the
values obtained previously by the BMXS, for the shot Nos. 28406 and

TABLE II. Coefficients Ne and Th of the electron distribution functions feðEÞ that generate the three fphðEÞ detected by the 65� BMXS, for shot No. 28407, for all the possible
combinations of initial beam divergences and incidences.

Electron spectra feðEÞ fe1 ! fph1 fe2 ! fph2 fe3 ! fph3
Initial divergence Beam incidence Ne1 (10

16) Th1 (keV) Ne2 (10
16) Th2 (keV) Ne3 (10

16) Th3 (keV)

22� 0� 4.0 22 1.3 31 0.5 43
45� 0� 4.2 22 1.3 32 0.6 42
22� 23� 4.2 22 1.3 32 0.5 43
45� 23� 4.0 22 1.3 32 0.5 43

FIG. 10. Comparison of the bremsstrahlung spectra fph1ðEÞ in black and simulated
one resulting from fe1ðEÞ reported in Table II in red. The bremsstrahlung spectra
comes from the post-processing of the 65� BMXS for the shot No. 28407. The laser
to hot-electron energy conversion efficiency is �11% for the curve fe1ðEÞ.

FIG. 11. Map of the possible values of Ne and Th that can reproduce the experi-
mental data (Ka and bremsstrahlung spectrum) for shot Nos. 28406 (a) and 28407
(b). The black and the blue lines result from Ka simulations with libraries Penelope
and Livermore, respectively. The red crosses indicate the average values coming
from the two BMXS, using the three representative points scheme. The experimen-
tal error on the Ka signal, evaluated to be around 20%, is shown by error bars.
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28407. A disagreement of about 25% is found between the libraries
Livermore and Penelope in reproducing the Ka. Since they predict that
the same amount of electrons reaches the copper with identical energy
distribution, the discrepancy must be attributed to differences in the
computation of the cross section for the K-shell ionization rkðEÞ.
These differences are, however, comparable to the relative standard
deviation of the experimental measures of rkðEÞ.27

The disagreement between the results considering different shots
does not allow to reduce the ranges of Ne and Th. It is thus necessary
to keep the three representative points considered in the analysis so
far.

Figure 12 illustrates the conversion efficiency of laser energy into
hot-electron energy for the five shots, considering for each the three
possible fe. Points in between are chosen in the case of significant dis-
crepancies between the response of the BMXS and ZnVH (Fig. 11). In

shots using a single interaction beam, three main regions can be identi-
fied: from 20 to 26 keV with efficiencies around 10%, from 27 to
35 keV with efficiencies around 6% and from 36 up to 45 keV with
efficiencies around 2%–3%. The shots performed with two laser beams
show similar conversion efficiencies and slightly higher temperatures.

In order to discriminate between the three regions, we use all
these values as input of hydrodynamic simulations and we evaluate
which reproduces the experimental evolution seen in the radiographs.

IV. HYDRODYNAMIC EVOLUTION OF TARGET
AND EFFECT OF HOT ELECTRONS
A. Time-resolved radiographs

The shock propagation in the target was monitored by x-ray
radiographs taken at different times. Figure 13 shows the array of six-
teen radiographs captured by the XRFC for the shot No. 28407.

Among these, Fig. 14 shows the radiography at 250 ps and at
1.150 ns. At 250 ps, when the target is still cold, it is possible to see the
CH ablator of 175lm thickness, the copper plate of 20lm, the plastic
holder of 50lm, and a �15lm of glue between the holder and the
copper. This indicates a correct alignment of the XRFC and a low
value of parallax for the images of the third column of the array. In the
radiograph at 1.150 ns, it is possible to discern the shock that propa-
gates inside the ablator, although the poor contrast of the image makes
the precise measurement of its position difficult. It is, however, clearly
possible to see that the copper layer is thicker. Since at this time the
shock did not reach the layer, such an expansion has been attributed
to the effect of HE. The shock position and the copper plate expansion
are the figures of merit considered to characterize the hot-electron

FIG. 12. Laser to hot-electron conversion efficiency as a function of temperature.
Figure (a) reports the shots in which one beam was focused on target (1250 J): No.
28406, No. 28407, No. 28412. Figure (b) reports shot Nos. 28410 and 28415 with
two laser beams (2500 J). The three main areas, corresponding to the three feðEÞ
detected by the BMXS and ZnVH, are reported in red, blue and green for each
shot, respectively.

FIG. 13. Array of 2D radiographs captured at various times by the XRFC for shot
No. 28407. Between each image on the line, there are 50 ps.
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source. Different intensities and kinetic energies of the hot-electron
beam will strongly affect the variation in time of these two quantities.

The expansion of the plate is evaluated by referring to transmis-
sivity profiles taken along the cylinder axis, as shown in Fig. 15. The
minimum in the curves indicates the presence of the copper and the
FWHM represents its thickness. The transmissivity values were then
normalized by the values resulting from the plastic holder. The holder
remains un-compressed during the radiography, and we can hence
assume that the x-ray flux that goes through it is constant and propor-
tional to the backlighter emission.

B. Hydrodynamic simulations

Hydrodynamic simulations were performed with the 2D hydro-
dynamic code (CHIC)28 developed at CELIA. The code describes sin-
gle fluid two-temperatures hydrodynamics with thermal coupling
between electrons and ions. Electron heat transport is described by the
Spitzer–Harm model with flux limiter, while radiation transport is
described by a multi-group approach using tabulated opacities. The
calculation of hydrodynamic quantities relies on the equations of state
taken from the SESAME database, and the ionization is calculated
according to the Thomas–Fermi theory. The laser propagation is mod-
eled using ray tracing accounting for inverse bremsstrahlung absorp-
tion. Losses due to stimulated Brillouin scattering (SBS) are not
modeled. Since in our experiment the SBS reflected power was not
directly measured, the experimental shape of the pulse was corrected
by the amount of SBS evaluated by performing simulations with the

time-enveloped wave solver laser plasma simulation environment
(LPSE).29 This code couples the equations that describe the pump wave
with the equations for the Raman and Brillouin scattered light and
plasma waves. Plasma waves equations are solved around a given plasma
frequency xpe0, whereas the Raman scattered field is enveloped at
xr ¼ x0 � xpe0. The fluid equations for the plasma density and velocity
govern the plasma dynamics. Coronal plasma density, velocity profiles,
and electron temperatures at quarter critical density were extracted from
an initial CHIC simulation with the experimental base pulse at four
times: 0.3, 0.5, 0.9, and 1.3ns. These parameters are then used as input
for LPSE to calculate the percentage of SBS reflected light and study the
Raman scattering at quarter critical density in one-dimensional geome-
try. The LPSE simulations run for 25 ps, which is long enough to observe
the saturation of Raman and Brillouin instabilities. Discussion on the
results of such simulations lies beyond the purpose of this work.

Here, we only retain the fraction of the Brillouin back-scattered
light when the saturation of the instability is reached. The amount of the
Brillouin reflected light obtained in the four simulations is the 2%, 7%,
46%, and 2% of the incoming pump wave, respectively. The correction
is done by interpolating linearly in time these percentages and subtract-
ing the values to the base pulse. The total fraction of scattered power in
the simulation is around 20%. The shapes of experimental (red line)
and the SBS-corrected (orange line) pulses are shown in Fig. 16(a).

Hot-electron propagation in the hydrodynamic simulation is
modeled using the hot-electron transport package implemented in
CHIC. Electrons propagate along straight lines depositing energy into
the mesh according to the plasma stopping power formulas.30,31

Straggling and blooming of the beam are taken into account by using
the Lewis’ model.32 Further details are reported in Appendix.
Electrons are described by a 2D Maxwellian function f eðNe;Th;EÞ
¼ Ne

Th
e�E=Th in which the parameters Ne and Th are taken from experi-

mental data. The parameter Ne is related to laser-HE conversion effi-
ciency g (see Sec. IIIC). This coefficient and the position where the
HE source is initialized are modeled using the signal obtained by the
SABS, as explained following. As shown by Fig. 17, this diagnostic
detects light generated by absolute and convective SRS and the x/2
TPD signal. From Fig. 17, it is possible to see that the strongest signal
is the broad spectral features characteristics of convective SRS, while
the x/2 signal produced by TPD is weaker. The centers of the convec-
tive SRS emissions are around 625 and 575nm for shot Nos. 28407
and 28410, respectively. According to the relation between the wave-
length of backward scattered SRS and the density at which the scatter-
ing occurs33

kSRS ¼ kL 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ne
nc

1þ 3k2k2D
� �r" #�1

; (3)

we can estimate that the average SRS emission happens at
0.14nc–0.18nc. In the simulations, electron beamlets are thus initialized
at 0.14nc with an initial divergence of622�. This approach does not
consider electrons generated at nc by the Resonant Absorption (RAB)
and at nc/4 by the TPD. Nonetheless, different positions of the electron
beam initialization do not influence the final results of the simulation.
This is because electrons are initialized with a small angle of diver-
gence and they will not lose a large amount of energy in the corona.
The intensity of the electron beam is modeled in time considering the
conversion efficiency gðtÞ that follows temporally either the signal

FIG. 14. Radiography of the target at 250 ps (a) and at 1.150 ns (b) for shot No.
28407. In the radiography (a), the thickness of the ablator, copper plate, and holder
are indicated. Laser impinges on the right.

FIG. 15. Transmissivity profile on the cylinder axis extracted from the radiography
at 250 ps for shot No. 28407. The position of ablator, copper plate, glue, and holder
are indicated in the figure. The thickness of copper is measured by the FWHM of
the transmissivity profile.
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measured by the SABS or the RAB signal computed by CHIC, as
shown in Fig. 16(b). In particular, the signals were renormalized and
rescaled considering the conversion efficiency given by BMXS and
ZnVH (11%, 6%, 3% for the shot No. 28407, see Sec. IIIC). A discus-
sion on the mechanisms of fast electron generation is currently an
open topic, and it is out of the scope of the paper. Here, we limit our
analysis to the characterization of hot electrons, focusing our attention
on their effects on the hydrodynamic evolution of the target.

Three different CHIC simulations are performed in order to
determine which combination of conversion efficiency g and average
temperature Th better reproduces the experimental behavior. The
three corresponding feðEÞ are reported in Table III.

C. Comparison between experimental and synthetic
radiographs

The generation of synthetic radiographs from simulations is
accomplished by reproducing the 3D cylindrical density profiles and

then by calculating the theoretical transmissivity maps at the times of
interest, according to the below formula:

Tðt; x; yÞ ¼ exp � l
q

� �ð
qðzÞdz

" #
: (4)

In the latter, qðzÞ is the density of the material along the radiography
axis and l

q is the mass absorption coefficient in plastic and copper. The
images are then blurred with a 2D Gaussian convolution with standard
deviation of 15lm to take in account the spatial resolution of the
pinhole array. Transmissivity profiles are then extrapolated along the
cylinder axis to evaluate the copper plate expansion. The values are
renormalized by the transmissivity of the holder to be consistent with
the experimental analysis.

To retrieve information on the hot-electron beam, we rely on the
radiography taken at 1.650 ns, when the laser interaction is finished
and hot electrons have already deposited their energy in the target.

FIG. 17. Reflected light due to SRS and TPD collected by the SABS for shot Nos. 28407 and 28410. The bandwidth of the diagnostic ranges from 400 up to 750 nm. The temporal
profile of the signal is indicated by the white line. The values of the SRS power collected are not significative, since the diagnostic covers only the 6% of the beam solid angle.

FIG. 16. (a) Experimental laser pulse shape (red) and SBS-corrected laser pulse shape (orange). (b) The intensity of HE beam is assumed to exactly follow either SRS
reflected power measured by the SABS (blue) or RAB signal computed by CHIC (green).
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The experimental thickness, evaluated from the transmissivity curves,
is 346 3lm. Considering a diagnostic temporal resolution of 650 ps,
Fig. 18 shows the superposition between the experimental curve at
1.650 ns and the numerical ones for a time windows that spans from
1.600 up to 1.700 ns. Three hot-electron cases (denoted with the corre-
sponding fei ) and the case without hot electrons (woHE) are reported.
The figures report the simulations with the hot-electron beam that fol-
lows temporally the SRS signal [blue curve in Fig. 16(b)]. We do not
report the figures in which hot electrons follow the RAB signal [green
curve in Fig. 16(b)], since the results are similar to the SRS case. This is
likely due to the fact that we are considering the radiography at

1.650 ns, when the laser pulse is finished. At this time, the shock posi-
tion and the copper thickness depend strongly on the intensity and on
the mean kinetic energy of hot electrons (i.e., on the total preheat
induced by HE); instead, the temporal shape of the beam (i.e., the hot-
electron injection time) plays a second order effect.

The decrease in the synthetic transmissivity in the ablator is due
to the presence of the shock that compresses matter. This effect allows
to see the shock front propagating in the ablator in the cases fe3 and
woHE, while in the other two cases the shock has already reached the
copper plate at 1.650 ns. In the experimental curves, this behavior is
not observed and, on the contrary, the values coming from the com-
pressed ablator are slightly higher compared to ones coming from the
un-compressed holder. This is possibly due to nonuniformities in x-
ray beam generated by the backlighter. While this issue makes the pre-
cise detection of the shock position difficult, it does not affect the
information related to the copper thickness. From Fig. 18, it is possible
to observe that the low temperature HE distributions (fe1 ; fe2 ) repro-
duce an expansion of the plate that approaches the experimental
behavior. For the other cases (fe3 , woHE), the expansion is lower and
not compatible with experimental results. For the case woHE, the
shock front approaches the copper plate at t¼ 1.900 ns. The copper
expansion taken at this time for this particular case is �25lm.

TABLE III. Parameters of Maxwellian functions feðEÞ obtained from the post-process
of BMXS and ZnVH for the shot No. 28407, used as input in CHIC.

fe
Th (keV) g (%) Ne(10

16)

fe1ðEÞ 26 11 3.4
fe2ðEÞ 35 6 1.4
fe3ðEÞ 45 3 0.5

FIG. 18. Transmissivity curves taken along the central axis. In red the experimental curve extracted from the radiography at 1.650 ns for shot No. 28407, in blue the synthetic
curves for time window that spans from 1.600 up to 1.700 ns. The four figures correspond to the four simulated cases: (a) case without HE; (b) simulation with hot-electron
beam fe1ðEÞ; (c) simulation with hot-electron beam fe2ðEÞ; (d) simulation with hot-electron beam fe3ðEÞ. In these simulations, the hot-electron beam follows temporally the
SRS signal [blue curve in Fig. 16(b)].
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This indicates that the copper expansion driven only by the radiative
transport plays a minor role compared to the expansion due to the
hot-electron energy deposition.

The experimental radiography at 1.650 ns is illustrated in Fig.
19. At that time, the shock front is into the copper plate. We
report in the same figure the synthetic radiographs obtained from
the simulations with fe1ðEÞ and fe2ðEÞ at 1.700 ns, considering as
before the limit in the time resolution of the camera. In the case
fe2ðEÞ, the shock is approaching the plate, while in the simulation
with fe1ðEÞ the shock is already propagating inside, in agreement
with the experimental behavior. In the other two cases [without
HE and fe3ðEÞ], the shock at 1.700 ns has not yet reached the plate.
As such, the 2D x-ray radiography suggests that the HE distribu-
tions fe1ðEÞ and fe2ðEÞ are more consistent with the experimental
results.

The conclusions presented from the time-gated radiography are
strengthened by results from the 1D time-resolved radiography, shown
in Fig. 20 for shot No. 28412. This figure shows the ablator of 175lm,
the ablation zone that grows in time and the copper plate. The pro-
gression of the shock into the target is indicated by the white-dashed
line in Fig. 21, in which we compare the experimental radiography
with the synthetic ones. Despite the large error bars due to low con-
trast of the experimental image, there is an indication that lower tem-
peratures and higher efficiencies are more appropriate to reproduce
the experimental behavior.

In conclusion, the simulation with the HE distribution fe1ðEÞ is
better in agreement with experimental results, either considering the
2D radiography and the 1D time-resolved radiography. The behavior
predicted by the simulation with fe2ðEÞ approaches the experimental
results, while the simulations with fe3ðEÞ and without HE beam are
clearly not in agreement with experiment. Considering fe1ðEÞ and
fe2ðEÞ as the closer to experimental results, we identify a hot-electron
temperature Th¼ 276 8 keV and a conversion efficiency g¼ 10%
6 4%. These ranges correspond to the first two zones (fe1 and fe2) of
Fig. 12(a). For the shots in which two laser beams were used, the
unavailability of exploitable radiographs does not allow to retrieve
detailed information on the hot-electron beam.

FIG. 19. (Top) Experimental radiography of shot No. 28407 at 1.650 ns. The shock front is highlighted; (bottom-left) synthetic radiography obtained by the simulation with
fe1ðEÞ at t¼ 1.700 ns; (bottom-right) synthetic radiography obtained by the simulation with fe2ðEÞ at t¼ 1.700 ns.

FIG. 20. Experimental time-resolved 1D radiography in the shot No. 28412. Time is
on the x axis. Laser impinges from the bottom.
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D. Temperature of the copper plate

The Ka spectra measured by the HRS are used to estimate the
electronic temperature reached by copper during the irradiation. The
spectrum measured by the HRS for shot No. 28407 is shown in Fig. 22
(red line). In the figure, it is possible to see the two peaks related to the
de-excitation of the copper Ka, namely, Ka1 and Ka2, resolved by the
instrument. The emission lines, in the case of cold material, are at
8.0478 keV for Ka1 and at 8.0278 keV for Ka2. The heating and the
consequent ionization of the material due to the presence of hot elec-
trons induce a wavelength shift of the emission that results in

broadening of the peaks.34 Since the position of the HRS pointed to
the front side of the target, the measured temperatures are referred to
the first layers of the plate. This is because the Ka signal coming from
those layers is stronger and less attenuated by the target itself. The
experimental broadening is compared with synthetic signals simulated
using the PrismSpect code.35 These synthetic signals are reproduced
considering the emission of Ka at different copper temperatures.

As shown in Fig. 22, the broadening of the peaks indicates tem-
peratures greater than 10 eV, but lower than 30 eV. The copper tem-
perature computed by CHIC for simulations with HE presents its
maximum of 13 eV in the first part of the plate, decreasing down to
5 eV in the rear side. The values provided by the simulation without
HE are 0.2 eV. The values predicted by the simulations with hot elec-
trons are thus in much better agreement with the experimental results.

V. INFLUENCE OF HOT ELECTRONS ON THE
HYDRODYNAMIC AND DISCUSSION

We now analyze the simulation results that matches the experi-
mental data. As explained in Sec. IV, the laser pulse used as input in
the simulations follows temporally the experimental pulse, after a cor-
rection taking into account the SBS reflection. The SBS fraction was
calculated performing LPSE simulations considering hydrodynamic
profiles extracted by an initial CHIC simulation at different times (see
Sec. IVB). The SBS removed power corresponds to �20% of the total
power. Hot electrons are generated at 0.14nc following the temporal
profile of the backscattered light measured by the SABS instrument.
HE beams are energetically described by exponential distributions
characterized by Th¼ 26 keV and conversion efficiency with respect to
the laser energy of g ’ 11%. We consider that an equal fraction of
scattered light through SRS occurs, so an additional 11% of light at
nc=4 is backscattered and subtracted from the laser. The RAB fraction
computed by the code is only the 0.33%, while the collisional absorp-
tion is around�58%.

In the simulation, electrons propagate according to straight lines,
with an initial divergence of the beam of 22� (see Appendix).

The simulations without hot electrons is also presented, and for
this case, the fraction of collisional absorption computed by the code is
�95% (after the subtraction of the SBS part).

1. Plasma parameters

The nc/4 density-scale length rises up to 150lm in the first
0.8 ns, while the nc/4 coronal electronic temperature reaches �2.1 keV
in the first 0.6 ns, as shown in Fig. 23. Considering the temporal evolu-
tion of these parameters, the intensity threshold for SRS36 and TPD37

are exceeded after �200 ps, i.e., almost at the begin of the drive laser
pulse.

2. Shock characteristics

Figure 24 shows the temporal progression of different hydro-
dynamic quantities around the shock front. The results from simu-
lations with and without hot electrons are presented. The ablation
pressure reaches a maximum of 100 mbar at 0.3 ns for the two
cases, regardless of the presence of the hot-electron beam. These
values are four times less compared to the value of �400 mbar pre-
dicted by the scaling laws pabl / k�2=3I2=3a , observed for laser inten-
sities of 1015W/cm2.38 This mismatch is due to the fact that the

FIG. 21. Comparison between the experimental 1D time-resolved radiography of
shot No. 28412 and the synthetic ones. The three hot-electron cases (denoted fei )
and the without HE (woHE) case are reported. The time at which the shock arrives
on the plate is marked with red lines. The white dashed line indicates the progres-
sion of the shock.

FIG. 22. Experimental and synthetic Ka spectra superimposed. The experimental
signal in red refers to the shot No. 28407. The synthetic signal are reproduced con-
sidering electronic copper temperatures between 10 (blue curve) and 30 eV (black
curve).
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scaling law considers 1D collisional laser absorption without para-
metric instabilities and nonthermal electrons. Despite this, the
obtained values of ablation pressure are in agreement with other
planar configurations experiments.3,39

Considering that 175lm of cold plastic stops electrons up to
100 keV, it is possible to estimate that 98% of electrons in the experi-
ment are stopped in the ablator. This increases the electronic tempera-
ture and pressure reached by the ablator upstream of the shock, 9 eV
and 11 mbar, respectively. The value of temperature is evaluated
50lm upstream of the shock and the value of pressure is calculated
considering the minimum around the shock front. The position of the
shock front is computed considering the maximum of the derivative of
the logarithm of the pressure. The downstream pressure reaches a
maximum of 150 mbar, 25 mbar more than without HEs. The down-
stream pressure is calculated considering the maximum pressure after
the shock front. The increase in the downstream pressure, driven by
the presence of electrons, is beneficial for the SI scheme. The shock
strength, which is the ratio between the downstream and the upstream
pressures at the shock front, decreases dramatically from �700 for the
case without HE to�20 for the simulations with HE. The shock veloc-
ity in the presence of HEs increases from 100 to 130 km/s.

3. Comparison with other SI experiments

Compared with a recent shock ignition experiment carried out in
OMEGA,40 our analysis shows similar hot-electron temperature, but
conversion efficiency ten times higher. In that experiment, an UV
(k¼ 0.351lm) interaction beam was focused on the CH ablator of a
multilayer planar target after plasma-creation beams of lower intensity.

FIG. 23. Evolution in time of the density-scale length and coronal electronic temper-
ature computed at nc/4. The time interval considered corresponds to the time of
SRS activity observed in the SABS.

FIG. 24. Evolution in time of hydrodynamic quantities around the shock position resulting from CHIC simulations. The simulation with HE (orange) and without HE (blue) are
reported. (a) Ablation pressure; (b) downstream pressure; (c) upstream pressure; and (d) upstream electronic temperature. Hot electrons are described by a Maxwellian func-
tion with Th¼ 26 keV and laser to hot-electron conversion efficiency g � 11%.
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The parameters of the interaction beam were similar to our case: 1-ns
square pulse 23� off the target normal, for a vacuum intensity of
�1016 W/cm2. The plasma was characterized by a scale length of
�330lm and a coronal electronic temperature of 1.8 keV. The differ-
ence in the conversion efficiencies between the two experiments could
be due to the influence of longer plasma scale-lengths on the LPIs.
Low HE temperatures of �30 keV are also reported in spherical con-
figuration experiments.41 In this case, 40 of the 60 OMEGA beams
were used to compress D2 filled plastic shells. The remaining 20 spike
beams were delayed and tightly focused onto shell to deliver a late
shock. The intensity of the single spike beam was several 1015 W/cm2,
interacting with a plasma characterized by Ln� 170 lm and Te

�2 keV. As such, we can observe that, in this particular regime, the
HE temperature does not depend on laser intensity, in agreement
with recent theoretical expectations (see, for instance, Ref. 42).
On the contrary, higher temperatures were found in experiments
in which different laser beams were overlapped during the
interaction.39,43 These experiments were characterized by
longer scale-lengths (Ln �350–400 lm) but lower laser intensities
(�1015 W/cm2, 1–7 � 1014 W/cm2, respectively).

References 14 and 44 report the results of a recent experiment
conducted at the NIF.45 In this experiment, planar targets were irradi-
ated using the 64 “outers” or the 32 “inner” beams configurations for
an overlapped intensity ranging from�4� 1014 up to 15� 1014 W/cm2.
The nc/4 density scale length and coronal temperature reached in these
conditions were �500–700lm and 3–5keV. Hot-electron temperatures
of �40 to 60keV with conversion efficiencies of �0.5% up to 5% were
obtained when the intensity increased from 4 up to 15� 1014 W/cm2.
Authors suggest that SRS is the dominant mechanism in the generation
of fast electrons. The differences in conversion efficiencies and electron
energy compared to our experiment is due to the different processes that
rule the hot-electron generation in the presence of longer scale length
and higher coronal temperatures. These aspects are an open problem
under investigation.46

4. Effects of hot electrons on the implosion scheme

In Ref. 6, a theoretical study on the implosion of a spherical target
is presented. The target is composed of an high Z ablator of 15nm (Al
2.7 g/cc), a plastic ablator of 31lm (CH 1.05 g/cc), a dense ice shell of
220lm (DT-ice 0.254 g/cc) filled with 737lm of gas (DT 10–4 g/cc).
The sphere is irradiated by a compression beam followed by an ignitor
spike (�200kJ launched after 13.6ns). The results from CHIC simula-
tions of the implosion are presented, considering or not the presence of
hot electrons. The Maxwellian distribution function considered in the
simulations with hot electrons is characterized by average temperatures
of 43 and 98keV, with conversion efficiencies of 1.2% and 0.94% of the
total laser energy. In this configuration, after the compression phase, the
areal density of the plastic ablator reaches values of �5mg/cm2 and it
stops electrons up to 50–70keV. Electrons up to 170keV are stopped at
beginning of the spike plateau in the dense shell, that reaches areal den-
sities of 40–100mg/cm2. The shell adiabat calculated 200 ps after the
spike rises from �1 in the case without hot electrons, up to �1.5 in the
simulation with HE. This effect is related to the increase in the shell
pressure due to the deposit of energy by the electron beam.

Let us now consider the same hydrodynamic setup, but applied
to our results for the HE distribution. Considering the values of

temperature obtained in our experiment (i.e., 26 keV), it is possible to
estimate that 93% of electrons are stopped in the ablator, while 7%
deposit energy in the shell. A shell adiabat of �2.4 is estimated 200 ps
after the spike, rescaling the electron flux considering the laser energy
proposed in the cited paper (i.e., 11% of 200 kJ). There we have used
an ideal gas model to calculate the pressure reached by the shell due
the deposit of energy by the electron beam. Despite the simplified
model, the increase in the adibat warns that the high conversion
efficiency found in the experiment could represent an issue for the
SI scheme. More detailed investigations are required in this direc-
tion, taking into account the amplification of the shock pressure
due to the presence of hot electrons that could balance the negative
effects.

VI. SUMMARY AND CONCLUSIONS

Planar multilayer targets (CH 175lm–Cu 20lm) were
irradiated with UV (k¼ 351nm) laser pulses at SI-relevant intensities
(�1016W/cm2). The plasma scale length and the coronal temperature
computed at nc/4 raised up to 150lm and 2.1 keV, respectively. One
additional laser beam was focused on V foil to produce Hea x rays to
perform 2D time-gated and 1D time-resolved radiographs. The hot-
electron population generated in the interaction is characterized in
terms of intensity and temperature using different spectrometers. Two
time-integrating hard x-ray spectrometers (BMXSs) were used to
detect the bremsstrahlung radiation. Zinc von Hamos (ZnVH) and
high-resolving-power (HRS) x-ray spectrometers were used to collet
Ka signal coming from the transit of electrons in the copper tracer.

The interpretation and the post-processing of spectrometer data
(BMXS and ZnVH) are based on MC methods, in which the 3D
geometry of the target is reproduced and the response of the spectrom-
eters is simulated. This procedure can be considered appropriate for a
first-order interpretation of the results, even if the MC code does not
account for the hydrodynamic evolution of the irradiated target. The
interval of temperature indicated by the spectrometers ranges from 20
up to 50 keV, with an energy conversion efficiency that goes from 13%
down to 2%. These data are used as input of hydrodynamic simula-
tions reproducing the propagation of the shock in the target and the
expansion of the Cu layer observed in the radiographs. In this regard,
hydrodynamic simulations suggest that lower values of temperatures
(Th¼ 27 6 8 keV) and higher conversion efficiencies (g¼ 10% 6 4%)
are more appropriate. We thus emphasize the importance of the cou-
pling between different diagnostics and numerical tools to sufficiently
constrain the problem, not discarding a priori possible degenerate sol-
utions coming from the chi-square analysis.

The simulation with HE beam with these parameters predicts a
copper heating at the end of laser pulse in agreement with the temper-
ature which can be inferred from the broadening of the Ka line as mea-
sured by the HRS spectrometer.

In our experiment, HE are found to increase the downstream
pressure from about 125 to 150 mbar and the shock velocity from 100
to 130 km/s. Conversely, the deposition of energy upstream of the
shock increases the pressure of the ablator, resulting in a dramatic
decrease in the shock strength.

Simple estimation of the effect of the measured HE distribution
into a typical SI design suggests a detrimental effect, but further inves-
tigations are required to understand the effects of the electron beam
on the implosion scheme.
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APPENDIX: MODELIZATION OF HOT-ELECTRON
TRANSPORT IN CHIC

Hot electrons propagate along straight lines, depositing energy
in the mesh according to the plasma stopping power formulas.
Some angular scattering is, however, accounted for by widening the
electron beam according the first transport scattering cross section
(see at the end of this appendix). This approach has been validated
against the M1 code.47

The stopping power formulas consider the loss of energy of
the primary particle due to collisions with plasma free electrons,
partially ionized atoms and excitation of plasma waves. The loss of
energy due to electron–electron collisions reads30

dE
dSee
¼ 2pr20mc2ne

b2

"
ln
ðm2c2ðc� 1Þk2D

2�h2

� �
þ1

þ 1
8

c� 1
c

� �2

� 2c� 1
c2

� �
ln 2

#
: (A1)

The loss of energy due to collision between the electron and par-
tially ionized atoms is calculated according the Bethe formula, in
which the mean excitation potential I is modeled to account for the
degree of ionization of ions,

dE
dSei
¼ 2pr20mc2ðZ � Z�Þni

b2

(
ln
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þ 1
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� 2c� 1
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� �
lnð2Þ

)
: (A2)

The formula used to model I is

I ¼ aZ

exp 1:294
Z�

Z

� �0:72�0:18ðZ�=ZÞ
" #

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Z�

Z

r ; (A3)

in which a � 10 eV, Z is the atomic number of the considered spe-
cies, and Z� is the ionization state.48 This formula comes from the
fitting of theoretical calculations of IðZ;Z�Þ based on the
Thomas–Fermi theory.

Fast electrons excites plasma oscillations in the neighborhood of
their path. The loss of energy related to this effect is described by49

dE
dSep
¼ 2pr20mc2ne

b2 ln 1:123
bc

xpkD

 !2

: (A4)

The total stopping power is derived by adding the three
contributions,

SeðEÞ ¼
dE
dSee
þ dE

dSei
þ dE

dSep
: (A5)

The diffusion is modeled considering the mean diffusion angle
obtained by the Lewis’ theory,32

h cos hiðsÞ ¼ exp �
ðs
0
k1ðsÞds

� �
; (A6)

where k1ðsÞ is the inverse of the first transport path. Assuming that
the particles in the beam propagate along straight line in the z direc-
tion, the energy loss rate reads

dE
dz
¼ � 1
h cos hiðsÞ SeðEÞ: (A7)

An additional energy loss is accounted in the transverse direction of
thickness D,

dD
dz
¼ 2h tan hiðsÞ: (A8)
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