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ABSTRACT
A family of coordination complexes of the type [Ru(SO2)(NH3)4X]m+Yn

− (m, n = 1 or 2) exhibit optical switching capabilities in their
single-crystal states. This striking effect is caused by the light-induced formation of SO2-linkage photoisomers, which are metastable if
kept at suitably cool temperatures. We modeled the dark- and light-induced states of these large crystalline complexes via plane-wave
(PW)- and molecular-orbital (MO)-based density functional theory (DFT) and time-dependent DFT in order to calculate their structural
and optical properties; the calculated results are compared with experimental data. We show that the PW-DFT-based periodic models
replicate the structural properties of these complexes more effectively than the MO-DFT-based molecular-fragment models, observing
only small deviations in key bond lengths relative to the experimentally derived crystal structures. The periodic models were also found
to more effectively simulate trends seen in experimental optical absorption spectra, with optical absorbance and coverage of the visible
region increasing with the formation of the photoinduced geometries. The contribution of the metastable photoisomeric species
more heavily focuses on the lower-energy end of the spectra. Spectra generated from the molecular-fragment models are limited by
the geometry of the fragment used and the number of excited-state roots considered in those calculations. In general, periodic models
outperform the molecular-fragment models owing to their ability to better appreciate the periodic phenomena that are present in these
crystalline materials as opposed to MO approaches, which are finite methods. We thus demonstrate that PW-DFT-based periodic mod-
els should be considered as a more than viable method for simulating the optical and electronic properties of these single-crystal optical
switches.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0077415

I. INTRODUCTION

Crystalline systems that display solid-state linkage photoiso-
merization stand to yield new applications in nanophotonics1 and
quantum technology.2 Materials that produce molecular crosstalk
are of particular interest as they hold potential for optical actua-
tion,3 optical signal processing, and optomechanical functions.4–7

One such family of materials is a set of ruthenium-sulfur dioxide
coordination complexes that exhibit a rare case of controllable and
reversible nano-optical switching in the crystalline state, thus behav-
ing as single-crystal optical actuators.8–20 Their behavior showcases
the possibility for single crystals to operate as nanotechnological
devices themselves, potentially overcoming complications that are
common in device processing.
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Their functional origins stem from optically accessible energy
levels of SO2-linkage photoisomers that can be realized within a
crystal lattice and maintained in a long-lasting metastable state
once photoinduced. The photoisomers represent a solid-state binary
switch, whereby the photoinduced metastable “light state” signifies
a 1 and the original “dark state” signifies a 0. The general for-
mula for this series of complexes is [Ru(SO2)(NH3)4X]Y (here-
after referred to as [RuSO2] complexes), where X is the ligand in
the trans position with respect to the photoisomerizable SO2 lig-
and and Y is the counterion. Photocrystallographic studies21–25 have
shown that upon photoisomerization, which is primarily induced
by the absorption of visible light, the SO2 ligand can occupy one
of two metastable photoinduced coordination modes: the O-bound
(η1-OSO) state and the thermally more stable side-on η2-(OS)O state
(Fig. 1). These two photoisomeric configurations may coexist in the
light-induced crystal structure in different fractions along with the
S-bound dark state (η1-SO2).

This family of complexes has largely been studied experimen-
tally, with new complexes having been discovered and character-
ized mainly via photocrystallography21–25 and single-crystal opti-
cal absorption spectroscopy.26 This has resulted in highly accurate
structural data and optical absorption spectra for both the dark
and light states of these complexes. However, a purely experiment-
based materials-discovery pathway is not viable for an extensive
large-scale study of the various properties and structural intrica-
cies of these complexes. It is thus desirable to add a computa-
tional element to this materials-discovery pathway by conducting
electronic-structure calculations. However, the simulation of such
crystalline materials is quite challenging, as they are large (>100
atoms per unit cell), solid, extended, photosensitive crystalline mate-
rials with heavy elements, long-range electrostatic (LRES) forces,
and metal-based charge-transfer properties. They also exhibit a
rare ability to form coexisting long-lasting metastable states upon
photoactivation, which are ground states rather than excited states.
The “dark” and “light” states of these complexes are distinct
ground states that differ in geometry and coordination and must
be modeled independently. Both dark- and light-state phenom-
ena are present within a crystal lattice, and so this is inherently

a crystalline problem. Any effective computational approach will
require an appreciation of the periodic nature of these systems and
their properties. The success of the models, created by electronic-
structure calculations, can be gauged by their ability to accommo-
date these complications and effectively simulate empirically cal-
culated geometric and optical properties that match experimental
results.

The most effective method of obtaining the optical response of
bulk solids involves solving the Bethe–Salpeter equation (BSE),27–30

which accounts for the electron–hole interaction, on top of the
many-body GW method.31,32 However, GW-BSE is computation-
ally very intensive, and it does not scale well for large periodic
systems. A computationally more feasible method is the quantum
mechanics/molecular mechanics (QM/MM) approach.33 Here, the
electronic structure is partitioned into two sections: the QM part,
which utilizes ab initio calculations, and the MM part, which models
any long-range forces and the like via a force-field. One such study
on this family of [RuSO2] complexes was conducted by Aono and
Sakaki,34 who surveyed the thermal isomerization potential energy
surface (PES) and studied the effects of short- and long-range forces
on the SO2 ligand. This study highlights the importance and diffi-
culties associated with accurately defining the two regions. Various
approximations have to be made when constructing the QM region,
making it difficult to accurately model the LRES forces. Describing
the MM region is also not trivial since it requires certain estima-
tions of where and how these forces localize, which may not always
be well understood. The details required in QM/MM make con-
ducting optical calculations complicated and often computationally
arduous.

Higher-order techniques, such as QM/MM and GW/BSE, also
tend to require significant user input and lend themselves to poten-
tial bias being introduced by a personal understanding of the sys-
tem at hand. “Black-box” techniques are thus preferred, particu-
larly for large complex systems. Thereby, time-dependent density
functional theory (TDDFT) is the “go-to” technique for calculat-
ing the optical properties of large complex periodic systems since
it is able to provide a more sustainable trade-off between accu-
racy, simplicity, and computational load.27,28 This is despite the

FIG. 1. Chemical structures of com-
plexes 1 and 2 (top) together with the
dark state (η1-SO2) and photoinduced
[η1-OSO and η2-(OS)O] configurations
(bottom). Complexes of set A only
form the η2-(OS)O state, whereas com-
plexes of set B form both η2-(OS)O and
η1-OSO.
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well-established shortcomings of DFT when dealing with such
systems.27,28

Within the scope of TDDFT calculations, molecular-orbital
molecular-fragment TDDFT35–37 “molecular-fragment” models are
the typically preferred DFT-based methodology for calculating the
optical properties of large extended systems owing to the large vari-
ety of Gaussian basis sets that are available. A MO-based molecular-
fragment study by Kovalevsky et al.15 has been conducted on this
family of [Ru–SO2] complexes. However, it did not focus on the
optical properties of these crystalline systems; rather, it focused
on the evaluation of the various SO2 ligand configurations by
studying the surrounding PES.15 Significantly, these calculations
were conducted only on the cations of these [RuSO2] complexes,
where X = Cl and H2O.15 This study was thus not able to exam-
ine these complexes holistically because MO-based approaches are
designed to treat finite molecules and, therefore, struggle to sim-
ulate periodic phenomena. Extended systems have to be modeled
via a “molecular fragment” to mimic periodicity and to somewhat
consider the effects of periodic phenomena, such as LRES forces.
The size of the molecular fragment then becomes a decisive fac-
tor in the quality and complexity of these models. When heavy
atoms are present, where polarization and diffuse effects are par-
ticularly important, extremely detailed basis sets are also required
in order to achieve reasonable levels of accuracy, hence further
increasing computational load (especially memory requirements).
Although MO-based approaches do allow for the targeted analysis
of certain regions of interest, they are unable to effectively appre-
ciate the periodic character of extended systems due to their finite
nature.

In contrast, plane-wave (PW) DFT is a periodic approach that
is inherently constructed to treat systems with periodicity, and is
the designated DFT-based methodology when dealing with extended
materials.38,39 It is a viable alternative to molecular-fragment mod-
els since it is better equipped to handle periodic phenomena while
offering the same computational savings. Interestingly, periodic
approaches are often overlooked when the prediction of opti-
cal properties is required even though they have widespread use
when calculating ground-state properties of large extended sys-
tems. Phillips et al.18 have conducted a PW-DFT based periodic
study on this family of [RuSO2] complexes, whereby they evalu-
ated the PES of the SO2 ligand and investigated the influence of the
crystalline environment effects on its various configurations. How-
ever, this study could not comprehensively examine these [RuSO2]
complexes since periodic calculations were conducted with con-
strained geometries and lacked an evaluation of the optical response
of these systems. There is thus a need to holistically model these
[RuSO2] complexes and their electronic, structural, and optical
properties.

To that end, this study evaluates the ability of PW-DFT based
periodic models to effectively simulate the experimentally deter-
mined single-crystal diffraction and optical absorption spectra of
these crystalline [RuSO2] complexes. Calculations were conducted
on four periodic crystal structures of two complexes: (i) two vari-
ants of the simplest complex in this series where X = Y = Cl;1A only
forms the η2-(OS)O photoisomer, whereas 1B forms both η1-OSO
and η2-(OS)O photoisomers; and (ii) two variants of the thermally
most stable complex in this [RuSO2] series, where X = H2O and Y
= p-tosylate; 2A only forms the η2-(OS)O photoisomer, whereas 2B

forms both η1-OSO and η2-(OS)O photoisomers. All four structures
behave as photoswitches. Initially, structural relaxation calculations
for all dark and light states were conducted in order to reproduce
the experimentally determined crystal-structure geometries. These
optimized structures were then used to simulate optical absorp-
tion spectra via linear-response TDDFT to replicate features seen
in their experimentally determined single-crystal absorption spectra.
The same series of calculations was also conducted via molecular-
fragment models that comprise the four structures of the same two
complexes to provide a comparison between periodic and MO-based
approaches. An MO-based analysis of the optical results was also
undertaken in order to study the orbitals that are involved in the
various metal-based charge-transfer transitions. This study thereby
showcases the strength of the periodic approach in modeling these
extremely complex systems and why periodic models should be con-
sidered as a viable alternative to molecular-fragment models for
studying the structural and optical properties of these large peri-
odic materials that exhibit single-crystal optical actuation via linkage
photoisomerism.

II. DFT MODELS AND COMPUTATIONAL
METHODOLOGY
A. Optimized DFT models and reproduction
of experimental structures
1. Periodic models

All periodic calculations were conducted using 6.4 version
of the Quantum Espresso40,41 (QE) suite of codes, as available on
the Theta machine at the Argonne Leadership Computing Facility
(ALCF), IL, USA. The unit cells of the experimentally determined
crystal structures15,16,26 were used as the starting geometries for all
four structures of these complexes (with 88 atoms in the unit cells
for 1A and 1B and 118 atoms for 2A and 2B). The ideal functional
and pseudopotential pairing was determined in an iterative manner.
A series of generalized gradient approximation (GGA) functionals
were trialed along with two Perdew–Burke–Ernzerhof (PBE)-based
hybrid functionals, PBE042 and HSE.43 For the hybrid function-
als, PBE0 and HSE, several different exact-exchange fractions and
screening parameters were explored. However, PBEsol44 emerged
as the ideal candidate, given that the spectra generated via GGA
functionals45 were much more similar to experimentally derived
reference spectra, compared to those produced via their hybrid
counterparts [see the supplementary material (Fig. S1.3) for fur-
ther details]. Owing to the success of PBEsol as a functional for our
benchmarking calculations, PBEsol-based scalar relativistic Opti-
mized Norm-Conserving Vanderbilt Pseudopotentials (ONCVP-
SPs)45 were employed for our lead calculations. This pairing of func-
tionals and potentials yielded improved spectral shape, removing
unwanted features. For a detailed description of the pseudopoten-
tial choice, the reader is referred to the supplementary material.
This setup was used for all four crystal structures of the two com-
plexes along with the Grimme DFT-D2 method,46 which was used
to account for van der Waals interactions, which are crucially
important in these materials.

Having settled on the modeling parameters that are common
to all ten photoisomeric structures of these two complexes, the PW
energy cutoffs were determined, and Brillouin zone sampling was

J. Chem. Phys. 155, 234111 (2021); doi: 10.1063/5.0077415 155, 234111-3

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0077415
https://www.scitation.org/doi/suppl/10.1063/5.0077415


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

undertaken. Each system required its own corresponding PW energy
cutoff value. In all cases, the charge-density cutoff was four times
larger than the energy cutoff. The required level of Brillouin zone
sampling was determined using the Monkhorst–Pack scheme.47 The
energy cutoff values and Brillouin zone sampling used for calcu-
lations on each crystal structure of the two complexes, along with
convergence details, can be found in the supplementary material
(Table S2). As expected, these large systems require few k-points to
be adequately described, which shows that they are not very k-point
sensitive.

With the simulation parameters set, geometry optimizations
were conducted on all dark and light states of all four structures
of the two complexes. The experimentally determined crystal struc-
tures of the dark- and light-induced states were used as the starting
geometries. No constraints were placed on any atoms, except for the
η2-(OS)O isomer of 1B where the SO2–Ru–Cl axis had to be fixed
to ensure that the geometry remained in the η2-(OS)O configura-
tion (for details, see Sec. III A). The geometry of each structure was
considered to have converged when the energy between successive
optimization steps was within 10−4 Ry and the forces were within
10−3 Ry/bohr. The unit-cell parameters were fixed to experimental
values throughout the simulation. The optimized geometries can be
found in the supplementary material.

2. Molecular-fragment models
All calculations were conducted using the NWChem software48

on the carbon cluster, the high-performance computing facility at
the Center for Nanoscale Materials at Argonne National Labora-
tory, IL, USA. The starting geometries used were based on the
experimentally determined dark- and light-induced crystal struc-
tures for both types of complexes. The experimentally determined
unit cell parameters and geometries were expanded to recreate com-
plete molecules that were then used to form complete molecular

fragments that appropriately represented the desired structures, as
shown in Fig. 2. These molecular-fragment models were then used
to conduct the MO-based DFT and TDDFT calculations. The struc-
tures of 1A and 1B, where X = Y = Cl, contained 88 atoms and
consisted of four cations and four anions (represented by chlo-
rine atoms), while those of 2A and 2B, where X = H2O and
Y = p-tosylate, contained 118 atoms and consisted of two cations
and four anions (represented by p-toluenesulfonate). The ratio of
anions to cations is dependent on the chemical structure of each
complex.

The LANLD2Z ECP basis set49 was used for ruthenium, while
the 6-31G(d,p) set was used for all other atoms except hydrogens,
which were modeled using the 3-21G(p) set. This setup was cho-
sen due to the size of the structures, with heavier basis sets resulting
in extremely slow geometry optimizations. The lighter basis set for
the hydrogen atoms was employed since they have little to no influ-
ence on the overall optical properties of these materials. The struc-
tures of all complexes were modeled with the B3LYP functional50

with the Grimme-D3 approach51 to account for the van der Waals
forces.

Owing to the size and complexity of these structures, geometry
optimization was conducted in piecewise steps, with only the final
step having all atoms unconstrained. This optimization procedure
used the DRIVER module with default convergence parameters
for all except for the light-induced states of 2B where the loose
convergence parameters were required for the final unconstrained
optimization. Breaking down each structural model into smaller
blocks reduced the number of degrees of freedom, making it com-
putationally simpler to optimize. In common with the PW-based-
models, this was the case for all structures of the complexes except
for the η2-(OS)O conformer in 1B where the SO2–Ru–Cl axis was
fixed. The symmetry was maintained throughout the structural
relaxations.

FIG. 2. Illustrations of the complete fragments used for the starting geometries of the dark states of 1B (left) and 2B (right). These fragments were built from the experimentally
determined unit cell parameters and geometries.
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B. Optical absorption spectra calculations via
linear-response (LR)-TDDFT
1. Periodic models

The optimized geometries were then used to conduct TDDFT
calculations in order to determine the optical absorption spec-
tra via the turbo_tddft QE module.52,53 This module uses the
Liouville–Lanczos approach54 without computing empty states,
which allows calculating absorption spectra across a wide frequency
range. Significantly, TDDFT can only sample the gamma point for
periodic systems. This is particularly difficult for bulk systems since
they typically require a large Brillouin zone sampling to effectively
simulate the optical response. This is usually the case for materials
with high-energy excited states or charge-transfer states. To some-
what circumvent this issue, a supercell approach (much like that
used for MO-DFT) is often employed for large bulk materials. How-
ever, we found that the performance of TDDFT in the periodic
setup outperformed the supercell approach, and it was computa-
tionally less intensive due to the large amount of unoccupied space
required in supercells. 5000 Lanczos iterations were used to calcu-
late the full polarizability tensor and absorption coefficients for each
structure.

2. Molecular-fragment models
As with periodic models, the optimized geometry of each struc-

ture was used as the starting point to calculate the singlet excited
states and thus the optical absorption spectra of each complex via
TDDFT. The same functional (B3LYP) and basis sets used for the
structural optimization were also used to conduct the TDDFT cal-
culations. The random phase approximation53 was used throughout,
with 30 states calculated for 1A and 1B and 20 states calculated
for 2A and 2B. These calculations also gave access to the optical
transitions involved.

C. Provision of experimental data
Dark- and light-induced crystal structures for both subject

complexes14,26 were determined using photocrystallographic data,
which had been collected at a N2-based temperature using visi-
ble light. The temperatures and wavelengths varied according to
the following conditions: 90(1) K, λ = 488 nm for 1A;14 100(2) K,
λ = 505 nm for 1B;26 90(1) K, λ = 488 nm for 2A;14 and 13(2)
K, broadband white light for 2B.16 Single-crystal optical absorp-
tion spectra for 1 and 2 were acquired by Cole et al.26,55 using a
custom-built experimental setup.26

III. RESULTS
A. Optimized DFT-generated structural models

Before evaluating the DFT-optimized structures, it is impor-
tant to assess the robustness of these models. Empirical studies have
shown that the η1-OSO geometry is energetically the least stable,
with the η1-SO2 configuration naturally being the most stable. In
general, this is observed for both techniques for all four struc-
tures of the two complexes except for the periodic model of 1B,
where calculations suggest that η1-OSO is the least stable conformer.
Otherwise, for the periodic models, η2-(OS)O in 1A is 2.62 eV above
η1-SO2 and η1-OSO in 1B is 4.81 eV less stable than the η1-SO2

isomer. Similarly, the η2-(OS)O configurations in both 2A and 2B
are 1.37 eV higher than their corresponding dark-state η1-SO2 iso-
mers, with η1-OSO in 2B being the least stable structure, 2.20 eV
above the η1-SO2 state. For the fragment models, in 1A and 1B,
η2-(OS)O is 1.14 and 1.57 eV above that of the η1-SO2 state, respec-
tively, while η1-OSO in 1B is 1.66 eV above that of the η1-SO2
state. Likewise, in 2A, η2-(OS)O is 0.33 eV above that of η1-SO2,
whereas in 2B, it is 0.47 eV. η1-OSO in 2B is 0.87 eV above its dark-
state η1-SO2 configuration and again is the least stable of the three
structures.

As mentioned previously, the periodic models of 1B did not
display the expected trends. The modeled η2-(OS)O configuration is
far less stable than that of the dark-state η1-SO2 configuration, with
its energy calculated to be even higher than that of the η1-OSO iso-
mer. This can be explained by the fact that the η2-(OS)O isomer in
1B is the only structure in which atomic constraints were required to
successfully conduct geometry optimization. These constraints were
necessary since unconstrained structural relaxation via both PW and
MO methods resulted in the η2-(OS)O geometry transitioning to the
η1-OSO state. Naturally, this meant that the η2-(OS)O state could
not be minimized to the same extent as the η1-SO2 or η1-OSO struc-
tures. Consequently, periodic models did not produce the expected
stability trends, although the molecular-fragment models did. This
difference is due to the nature of the two approaches. Owing to the
periodic nature of the PW method, any changes in one region of a
system naturally affect the entire system since the forces propagate
throughout the structure. In contrast, MO DFT treats a system as
one of finite molecules, where forces in one part of a system remain
largely localized to that region; thus, in this case, the effects of fixing
the Ru–SO2–Cl axis had less of an impact. This is also presumably
why the energy differences between the dark and light states are
larger for the periodic models; for instance, the η1-OSO conformer
in complex 1B is 4.81 eV above that of the dark-state η1-SO2 isomer,
whereas for the fragment models, it is 1.57 eV above that of the dark
state. It is important to note, however, that the PW self-consistent
field calculations on the experimental geometries of complex 1B
(conducted before structural relaxation) did produce the expected
trends.

Tables I and II present the selected bond lengths of the opti-
mized geometries from all four structures of the two complexes.
It is important to note that since hydrogen atoms are notoriously
difficult to identify via x-ray crystallography, an idealized model
was used to estimate their positions. This meant that one would
expect that bonds that involve hydrogen to show the largest changes,
which was indeed the case. The focus of this analysis is thus on the
non-hydrogen bonds.

In general, the periodic models outperform their molecular-
fragment counterparts, showing smaller deviations from the experi-
mental geometries. Thus, as expected, the periodic nature of the PW
method is more suited to models of these crystalline materials. Even
though it uses very detailed basis sets and functionals, MO DFT
still struggles since it is a finite method. While this can be some-
what offset by using a larger molecular fragment, this strategy is
not feasible for such large systems. It can also be seen from both
sets of models that the smallest changes are observed for the dark-
state structures, whereas calculations on the light-induced η2-(OS)O
and η1-OSO states show larger deviations from their experimental
geometries. This can be explained by considering the way that DFT
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assuming 100% photoconversion, which stands in contrast to the
experiment, where they coexist within a crystal lattice in various
photoconversion fractions along with the residual dark-state η1-SO2
configuration. This alters the surrounding environment and the
LRES forces that are at play. It is thus not surprising that larger
changes manifest where the SO2 atoms are concerned, as this
region is particularly influenced by crystal forces. This also explains
why DFT struggles with the η2-(OS)O structure in 2. Clearly, the
crystalline environment that surrounds SO2 in the experimental
structure is crucial in keeping this geometry stable.

B. TDDFT-generated optical absorption spectral
models

The top left and top right panels of Fig. 3 show the experimental
optical absorption spectra for 1B and 2A, respectively, which have
been published26,55 but are reproduced here for easy reference. It
can be seen from the experimental optical absorption spectra that
there are certain characteristics which are common to experimen-
tal spectra of both complexes, and in essence experimental spectra
for all materials from this series of complexes. First, the transition
from dark to light sees the absorption spectra broaden to encom-
pass effectively the entire visible region (400–700 nm; 3.10–1.77 eV).
The effect of light irradiation, and hence the formation of the light-
induced states, is thus to raise the optical absorbance throughout
the visible region, with the 500–700 nm region rising most sig-
nificantly. It can thus be inferred that the major influence of the
photoisomer formation lies in the lower-energy (red) region of
the spectrum. Another important feature of these complexes is the
extensive presence of metal-based charge transfer, although individ-
ual unique transfer bands are not easily distinguishable. It is also
important to note that the experimental spectra for these complexes
do not contain specific peaks. Rather, the comparison between
experiment and computation will center on how well the TDDFT-
generated spectra reproduce the above-mentioned spectral trends.
The focus of this computational study is on the shape and cover-
age of the TDDFT-generated optical absorption spectra, particularly
the differences between the spectra of the dark- and light-induced
structures. Before the comparison between experiment and com-
putation can be conducted, it is important to recognize that the
experimental spectra for the light-induced structures is a combi-
nation of the optical response of any photoisomers that have been
formed and any residual dark-state not having undergone photoiso-
merization. Hence, the light-induced experimental spectra of a com-
plex must be compared to a convolution of the TDDFT-generated
spectra of the dark-state and all photoinduced states of that same
complex.

Figure 3 (middle panel) shows that the periodic-model spectra
replicate these features relatively well. For all four structures of the
two complexes, the overall optical absorbance increases from dark
upon light induction, while the spectra become broader. Although
not always in the desired region (400–700 nm or 3.10–1.77 eV), the
spectra of the light-induced states are red-shifted as compared to
those of their corresponding dark states, corroborating the exper-
imental results that the photoinduced states are more influential
in the lower-energy region of the spectrum when compared to the
dark state. Spectra generated from the molecular-fragment models
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FIG. 3. Single-crystal optical absorption spectra for the dark- and light-induced states of (left) 1 and (right) 2 from (top) experimentally determined spectra,26,55 (middle) periodic
models, and (bottom) molecular-fragment models. A Lorentzian broadening term of 0.3 eV was used for both periodic and molecular-fragment spectra. The experimentally
determined single-crystal optical absorption spectra for 1 and 2 have been reproduced with permission from Cole et al., J. Phys. Chem. C 124(51), 28230–28243 (2020), and
Cole et al. RSC Adv. 11, 13183–13192 (2021), respectively.
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(Fig. 3, bottom panel) also show much of the same trends, albeit
that the transitions are slightly narrower when compared to the
periodic-model spectra. This is likely to be due to the finite nature
of MO methods and the fact that the molecular-fragment mod-
els cannot fully account for the periodicity of these complexes. As
mentioned previously, the presence of light-induced states should
broaden the spectra with contributions from the η2-(OS)O and
η1-OSO states expected to be red-shifted when compared to their
dark states, as seen for 1B and 2B. However, this is not the case for
the molecular-fragment models of 1A and 2A where the inclusion
of the light-induced state does not increase the optical absorbance.
For both complexes, the η2-(OS)O spectral contribution lies within
the spectra of the η1-SO2 state, with the spectrum of the total pho-
toinduced structure not broadening upon photoinduction, as seen
in the periodic-model spectra for 1A and 2A. The spectra gener-
ated via PW-TDDFT therefore better reproduce the features seen
in the experimentally determined optical absorption spectra. It is
also worth mentioning that although both computational methods
have spectra that do not fully lie in the desired energy range, they
all fall well within 1 eV of the desired energy range. This is sig-
nificant because optical absorption spectra for complicated materi-
als are often manipulated via scissor functions or scaling factors to
achieve desired results. This shows that PW-based periodic mod-
els can be used to effectively simulate optical properties of such
large complicated extended systems for linkage photoisomerization
studies.

However, some shortcomings of DFT are harder to over-
come. As mentioned previously, DFT is well known to struggle
when accounting for metal-based charge transfer and high-energy
states. To this end, there are several instances of “gaps” in the
TDDFT-generated spectra that indicate missing features. By com-
parison, experimental spectra show how the optical absorbance of
the light-induced structures is more or less equal across the vis-
ible region, with the spectral features rising to a plateau shape.
Although there are undoubtedly missing features in both TDDFT-
generated spectral models, this shape is better reproduced by peri-
odic models whose spectra are generally broader and seem to be
able to access states across a larger energy range. In contrast, spec-
tra for molecular-fragment models display marginally sharper peaks
whose widths are insufficiently broad. This is not entirely surpris-
ing since periodic approaches can be more effective than MO-
based methods at accessing high-energy states of a system.56 This
likely stems primarily from the finite nature of MO methods, as
they are unable to truly appreciate the periodicity of extended
materials. This can be somewhat compensated for by the use of
appropriate molecular fragments that closely represent the extended
system. However, in the case of the subject materials, this is unfea-
sible since these are large and intricate complexes. An extremely
large molecular fragment would be needed, which would severely
increase computational load. This then limits the appreciation of
the LRES forces and intermolecular interactions that are inher-
ent in these crystalline complexes, which contributes to the issues
seen in the spectra that were calculated via the molecular-fragment
model.

The shape of optical absorption spectra generated via
molecular-fragment models is also affected, to some extent, by the
choice of the nroots parameter. Nroots refers to the number of
excited-state roots that are calculated. A larger number of roots

allow better access to a greater number of features that are present
in the optical absorption spectrum of a system, particularly toward
the higher-energy parts of the spectrum. This does not mean that
high-energy states will suddenly become accessible since these fail-
ings are characteristic of the TDDFT method; yet, medium-energy
states or relatively low-lying metal-based charge-transfer transitions
may be revealed. For instance, the peak at 2.1 eV in the spectrum of
2B that was generated via MO-based methods was not determined
for a nroots value of 10, yet it became accessible when a value of
20 was selected. The minimum value of the nroots parameter that is
required to access such states is characteristic of each complex since
it will depend on its chemical nature (ligand X; counterion Y). The
choice of the nroots parameter is easily deduced when experimental
data are available for comparison, but it becomes difficult to validate
when this is not the case. Thus, MO-based optical property calcu-
lations can be somewhat arbitrary. If sufficient experimental data
are available for a large set of complexes, then the nroots value can
become a “tunable” parameter; however, this is usually an exhaustive
endeavor.

Periodic DFT-based methods are more robust and can be a
more effective approach particularly when limited experimental data
are present. For instance, if experimentally obtained optical absorp-
tion spectra are only available for a small set of complexes, their peri-
odic DFT-model spectra can be used as a baseline to which “new”
predicted spectra can be compared and characterized. Once a suffi-
ciently large dataset of experimental spectra becomes available, PW
and MO methods can be used in tandem to study these complexes
more effectively. PW methods could be used in extensive large-scale
studies for screening purposes after which spectra could be studied
further with MO methods.

C. MO-based optical transitions
While PW-based TDDFT methods thus offer the better

approach for predicting the spectral form, MO TDDFT calcula-
tions have an advantage over them in one important regard: they
provide relatively easy access to the optical transitions and excited-
state information of a complex. Since the subject complexes are
large, complicated crystal structures with many heavy atoms, the
distinguishability of their various transitions and understanding
their effects is not straightforward. However, comparisons between
the complexes in their dark- and light-induced states can still be
very insightful. The focus here has been on the “major” transi-
tions, i.e., those that we define as contributing at least 10% toward
a photoinduced state.

Looking at the dark-state η1-SO2 configuration of 1A, there are
only two instances where there are significant contributions from
other atoms: the large peak just above 3 eV also has contributions
from the Clcounterion p-orbitals and to a lesser extent the photoac-
tive sulfur s-orbitals. As expected, the unfilled ruthenium d-orbitals
provide the dominating contributions to the spectra with no coun-
terion contributions in the visible region. This is also the case for
the dark-state η1-SO2 configurations of 1B, 2A, and 2B. The simu-
lated spectra for these complexes show that any contributions from
the non-ruthenium atoms, particularly counterions, occur at the
higher-energy end of the spectra, with the visible region being domi-
nated by the contributions from the unfilled ruthenium d-orbitals, as
expected.
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The story is not as straightforward for the light-induced spectra,
as they show greater contributions from the non-ruthenium atoms,
particularly the counterions. This is the case for both complexes
with the exception of the photoinduced structures of 1B where
the spectra for both the η2-(OS)O and η1-OSO configurations are
almost exclusively dominated by the unfilled ruthenium d-orbitals.
In contrast, the spectrum for the η2-(OS)O structure of 1A, although
mostly dominated by ruthenium d-orbital-based transitions, does
show counterion contributions from the chloride ions. The spectra
for photoinduced structures of 2A and 2B show yet greater contri-
butions from the counterions as compared to 1A and 1B, with the
light-induced states in 2B even displaying counterion contributions
in the visible region. This is surprising since the visible region of
the spectrum should be dominated by Ru-based transitions. Further-
more, as is known from its optical nature, p-tosylate should not be
displaying transitions in the visible region. This showcases the short-
comings of using a finite method such as MO-DFT, as it is unable to
truly appreciate the nature of extended materials, particularly those
with intricate crystallographic forces at play. It is particularly suscep-
tible to such misunderstandings for larger counterions, which is why
these contributions were present for the structures in 2, since the
p-tosylate counterions are substantially larger and more influential
than the chloride ions of 1.

A proper understanding of the highly influential LRES forces
present in such large periodic structures is a necessity to effectively
model such materials. This illustrates the benefits of using a periodic
methodology. Although MO-DFT offers more degrees of freedom
due to a large variety of available Gaussian basis sets available,
periodic methods are inherently designed to take such effects into
account and represent a more intuitive way to treat this series of
Ru-based photosensitive crystal materials.

IV. DISCUSSION
It can be seen that both periodic and molecular-fragment

methodologies have performed relatively well in modeling the opti-
cal properties of these large periodic structures and have, especially
for periodic methods, managed to replicate a lot of the features of the
experimental optical absorption spectra despite the innate method-
ological limitations of TDDFT. It is important to try and understand
what allowed TDDFT to succeed.

First, the structures of the subject complexes are not sensitive
to a large sampling of the k-space. In general, the use of a dense
k-point mesh allows for a more detailed analysis of optical prop-
erties, resulting in more features and characteristics of the optical
response of the periodic system to be calculated. Techniques such as
GW/BSE have this capability, whereas PW-TDDFT is limited to only
sampling the gamma point when calculating broad range optical
absorption spectra. Although the use of more k-points in a TDDFT
model does not correct for its inherent limitations, it does allow
for higher-quality spectra to be produced. Optical studies of peri-
odic systems via PW-TDDFT are generally conducted using suitable
supercells in order to circumvent this problem, yet this is not viable
for such large systems as the subject complexes. The use of super-
cells was not necessary when modeling the subject complexes since
they are not k-space sensitive. Fortunately, sampling the gamma
point still allowed for good calculations of the optical response.
PW-TDDFT would not have been an appropriate choice had these

complexes been more sensitive to sampling of the k-space. Access to
high-quality experimental data also allowed for careful validation of
these computational results.

Second, the most significant feature of these complexes is that
they form long-lasting metastable photoinduced states. TDDFT par-
ticularly struggles with excitonic effects and high-energy excited
states, such as charge transfer or Rydberg states, due to the lack
of a long-range term in standard exchange-correlation functionals.
Metastable states can be low-lying excited states or, as in the subject
case, ground states, given that they have a distinct chemical structure
and bonding compared to that of their dark-state configuration. This
makes the subject complexes far more accessible to TDDFT-based
methods, and this is why PW-TDDFT was selected to model these
systems.

On a related point, TDDFT is often overlooked for optical stud-
ies due to the assumption that it will inherently fail for large periodic
systems. However, the limitations of TDDFT, where high-energy
states, metal-based charge transfer, or excitonic effects prevail, do
not manifest themselves in the same way for every system. The mere
presence of one or more of these electronic characteristics does not
render TDDFT totally unusable; one simply has to be wary of what
features can be successfully simulated. The performance of TDDFT
will vary depending on the nature of the electronic states of the sys-
tem at hand. Evaluating the attributes of these electronic states as a
first step thus becomes crucial.

V. CONCLUSIONS
Optical properties of large intricate periodic systems are noto-

riously difficult to simulate, given that such systems are character-
ized by complicated periodic phenomena. DFT and TDDFT are the
“go-to” techniques used to model these systems, with the molecular-
orbital (MO)-based approach, intended for finite molecules, being
the most commonly used method. However, the periodic nature
of these systems must be considered if they are to be modeled
effectively. Plane-wave (PW)-DFT is designed to treat extended
periodic systems; yet, it is often overlooked when optical properties
are concerned.

This study has compared the performance of periodic and
MO-based DFT approaches to successfully model a set of large
ruthenium-based photosensitive crystal complexes that have a rare
ability to form long-lasting metastable states upon photoinduc-
tion. Structural relaxation calculations were conducted for all four
structures of the two complexes using experimentally determined
crystal structures as starting geometries. The DFT-optimized
geometries were then used to calculate optical absorption spectra
via linear-response-TDDFT. MO-based DFT also allowed for the
analysis of the optical transitions involved, with a specific focus
on the orbital contributions toward different features in the optical
absorption spectra.

In general, the periodic models have been shown to be
more effective in modeling these complexes, outperforming the
molecular-fragment models. Periodic models have better replicated
experimentally determined structural parameters, showing smaller
deviations between calculated and experimental bond lengths. Peri-
odic models are also more effective in simulating the features from
experimentally determined single-crystal optical absorption spec-
tra; whereby the light-induced states show better coverage over the
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desired visible region of the spectra and a greater appreciation of
the metal-based charge-transfer character that exists in these com-
plexes. Periodic models are also more robust, given that the quality
of the molecular-fragment-based spectra strongly depends on the
number of states considered, which is difficult to assess for sys-
tems with no experimental data for comparison. Nonetheless, MO-
based methods do allow for easier access to optical transitions and
excited-state properties; they also reveal greater contributions for
the counterions to the light-state spectra than that of the dark states
of the subject complexes. With more experimental data, this anal-
ysis could be even more fruitful, allowing for a detailed analysis of
specific regions of interest, and there are merits to using the two
TDDFT methods together. However, periodic models have gener-
ally been more effective in modeling these large extended systems
while providing a level of computational savings similar to that
offered by molecular-fragment models. Periodic models should thus
be considered as a more than viable alternative to conduct optical
studies of large periodic systems. For investigations into linkage-
photoisomerization processes, this study has also illustrated the pos-
sibility of using TDDFT to effectively model large complex periodic
systems, something that has hitherto been considered to be highly
unlikely, if the excited states and electronic properties can be consid-
ered by the kernel chosen. It is thus crucial to initially try to under-
stand the nature of the photoinduced states of the system at hand
to determine the appropriate methodology that offers both accuracy
and computational feasibility.

SUPPLEMENTARY MATERIAL

See the supplementary material for the PW functional and
pseudopotential benchmarking, and DFT-optimized geometries for
complexes 1 and 2 for both LCAO MO-DFT-based (molecular-
fragment) models and PW-DFT based (periodic) models.
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