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 Abstract

The requirement for CRIS (Current Research Information System) interoperation, has been recognised since the early 1980s. In classical computer science interoperation across heterogeneous information systems is accomplished by schema matching, mapping and instance conversion.  CERIF (Common European Research Information Format) provides a canonical schema for CRIS.  However, the effort of matching and mapping is large – and maintenance is expensive as schemas change.  Recent work on Dataspaces has suggested a way to reduce the costs among interoperating information systems.  Essentially the technique involves only doing the minimum necessary for the particular requirement of interoperation at the time, sometimes characterized as ‘pay as you go’.  This paper outlines a proposed research direction and proposes that combining together (a) the dataspace approach but extending it with the concept of epitaxial growth; (b) the use of a canonical schema (CERIF); (c) previous work by the authors; offers a solution to CRIS interoperation.

1 Introduction
We describe in this section the requirements for CRIS interoperation and the concepts of interoperating information systems, interoperating CRIS and Dataspaces.  Section 2 proposes the hypothesis that combining Dataspaces (extended with epitaxial growth), previous work on interoperation and CERIF as a canonical schema can provide CRIS interoperation that is cost-effective.  Section 3 expands upon how this can be achieved.  We conclude (Section 4) that extending Dataspaces with epitaxial growth, utilising the previous work on interoperation and reducing the complexity by a canonical schema (CERIF) provides the ideal environment for a research organisation to interoperate.

1.1 CRIS Requirement for Interoperation 
The requirement for CRIS interoperation, particularly between European funding organisations – has been recognized since the early 1980s.  The reasons for interoperation are (a) to allow each funding organization to make strategic funding decisions related to knowledge of the actions of other funding organisations; (b) to provide an international base of reviewers for research proposals; (c) to provide comparative metrics on research performance and cost-benefit; (d) for researchers to find colleagues in areas peripheral to their own (where they claim they knew the key players) on an international basis; (e) for encouraging international innovation taking research outputs through to wealth-creation.  

More recently – and with increasing automation – the idea of connecting CRIS in research-performing institutions (e.g. universities) with CRIS in funding organisations has become accepted in order to improve data quality, reduce administrative costs and allow the funding organisation to evaluate the research done.

1.2 Classical Interoperation Technology
In the world of computer science, the classical distributed database technique for interoperation is to erect a global schema which covers – as a superset - the local schemas of participating database systems (SaCaGa91).  This requires matching of entities and attributes in all the schemas.  In this way the interoperation between each system and every other system n(n-1) is reduced to n.  Then each local system is wrapped by software to map (translate) instances between the local schema and the global schema.  However, commonly it is not economic to have a global schema covering every entity and attribute in every system since other systems could not use the information from a particular system with unusual requirements and thus unusual data structures and content.  Indeed, the problem with this classical interoperation technology is the cost of development and – especially – of subsequent maintenance as schemas change.

The matching and mapping process is not straightforward.  The heterogeneity across systems arises from differences in character sets, language, syntax (data structure) and semantics (data meaning).  Unicode addresses to some extent the problem of different character sets. Increasingly acceptable word-for-word – or real flowing text - translation systems are tackling the language heterogeneity.  The syntactical heterogeneity has – until now – required extensive human involvement although techniques based on graph theory to part-automate the matching process have been used with success.  The semantic heterogeneity has also – until now – required extensive human intervention although recent work on domain ontologies promises automation of this part of the matching process.  Having achieved the matching, then it is necessary to construct the mapping (specification) and instance conversion (translating) software to wrap each participating system.  Again some progress has been made in automating this process but usually there is a need for extensive (and expensive) human intervention.

The classical technique relates to structured databases with schemas.  Interoperation is more difficult when the sources are semi-structured (e.g. XML databases) or unstructured (e.g. free text files).  In the case of semi-structured databases there usually exists some sort of schema (XML-Schema or a RDF schema under which the XML represents instances) and such a schema can be utilised with care as if it were a formal database schema. In free XML files (without a schema) it is usually possible to extract a schema from the named tags in the XML stream although it is possible to have >1 interpretation of the structure.  In the case of free text (or multimedia) files extraction of syntax (structure) and semantics (meaning) is the subject of current leading-edge research based on knowledge-based techniques.  In all cases the situation is improved considerably if appropriate metadata (with formal syntax and declared semantics) is available.

Historically, various techniques have been used.   The earliest was stepwise matching of entities and attributes based on lexical representation, with differences being resolved by human intervention.  
The MIPS Project (JeHuKaWiBeMa94) using a query graph, matched heterogeneous distributed data source schemas – within a particular domain, in this case tourism - against it using knowledge-based techniques.  The results were attached to a copy of the query graph at appropriate points before being converted to a hypermedia (originally Hytime, later WWW) representation.   Synchronously with this work the well-known and much-cited paper (ShLa90) was published with a multi-level model for integration.  However, no real improvement was offered in the automation of schema matching, mapping and conversion.  Useful experiences were recorded in (FaGaLoMuTo98).  The Information Manifold approach (LeRaOr96) reviewed with subsequent context 10 years later in (HaRaOr06), concerned formal ways to describe data sources (as queries on a user world view) and query capabilities of systems. Source descriptions are specifications of mappings with the fixed user view. A data source is a view in relational terms of the global, virtual schema (Local-As-View – LAV approach), in contrast with the Global-as-View - GAV paradigm, where it is the central, universal schema that is described as a (superset) view of each of the data sources.  Results are streamed to the user without waiting for completion of all distributed queries.  Source descriptions and interface software for each system are generated manually.  The Hypermedata Project (SkKoBeJe99) - demonstrated in the medical domain but generally applicable – represented schemas by graphs and matched entities or attributes at equivalent positions on the graphs suggesting correspondence, even generating the software to do the appropriate conversion of instances under the schemas.  
Data integration techniques have been also used in the more traditional data exchange area.  Early work concentrated on characterising the data sources with a ‘structural schema’ (SuJeGi76) and mapping to a canonical global materialized schema.  More recent work has utilized combinations of LAV and GAV techniques.  

It is clear that the only approaches to show any success are based on a canonical schema.  Gradual schema enrichment from sources, as in the proposed approach, is not handled by any of this previous work. No existing approach scales in the Future Internet (FI) / Internet of Things (IoT) / Internet of Services (IoS).

1.3 CRIS Interoperation Technology

A homogeneous research information environment has long been a goal of the EU (European Union); as the ERA (European Research Area).  However, the initiative started with individual nation-states.  Early interoperation projects included IDEAS (JeLaMiZaNaVa89) and EXIRPTS (NaJeBoLaVa92) both used the intersection global schema catalog technique.  A group of national representative experts was convened by the EC (European Commission); CERIF91 was the result succeeded by CERIF2000 and subsequent euroCRIS-managed CERIF updates.  Full information on CERIF is available at www.eurocris.org . CERIF provides a stable interoperation global schema avoiding the creation of a global schema across participating system schemas for every interoperation.  CERIF is locally extensible for local purposes and can be linked to other systems, notably institutional repositories of full text or multimedia objects (e.g. scholarly publications) or to institutional repositories of datasets and software.  The use of CERIF overcomes much of the cost of interoperation in the classical technique.  A categorisation of interoperation techniques for CRIS using CERIF has been produced (Je05), (JeAs08).  The CRIS community realised early that the key to interoperation was the definition of this canonical schema.

The world of repositories (of scholarly publications and more recently datasets) has also considered interoperation.  The technique is based on (OAI-PMH) as the envelope for metadata encoded in (DC) and keyword queries using OAISTER.   However, the problems with DC as metadata have been discussed (Je99), (AsJe04) in particular the lack of a formal syntax and the lack of declared semantics.  Since 2007 this difficulty has been recognized within the digital library community and attempts have been made to overcome it by encoding DC in (RDF) (DCinRDF) which is an evolutionary approach towards the model proposed in (Je99). In 2008 euroHORCs considered the requirement and a working group led by ESF (European Science Foundation) has reported: a key recommendation is that euroHORCs members should join euroCRIS and converge their systems to CERIF compatibility.  During 2009 the Ready for REF (Research Excellence Framework) Project in UK adopted CERIF to encode metadata for research publications (R4R) and the JISC funded EXRI project (EXRI) has recommended CERIF as the standard for CRIS interoperation in UK.  
1.4 Dataspaces 
Recently the concept of Dataspaces (more widely DIS: Data and Information Spaces) has been proposed in the world of computer science [FrHaMa05].  Essentially Dataspaces utilise human effort and knowledge to guide (or actually execute) the creation of a temporary, partial global schema by matching of schemas and mapping (i.e. specifying the wrapper software) for interoperation.  More recently it has been suggested that machine learning could be employed using manually-created mappings as training data.  Dataspaces includes the concept of ‘pay as you go’ only requiring the matching and mapping necessary for a particular interoperation instance: for example only keyword query may be required rather than the full power of SQL and can be provided quickly and cheaply.  In this way the technique overcomes to some extent the disadvantages of the classical method.  The vision behind dataspaces is that the end-user ‘sees’ a space with all relevant information required for a particular purpose presented in a form suitable for the purpose of the end-user. The technique is closely related to ‘mash-ups’.  Current implementations are very simple and make simplifying assumptions.  Dataspaces do not (yet?) tackle the problem of discovering and composing / orchestrating software service components.   However, while it is becoming increasingly clear that dataspaces are human-intensive and only provide a full solution in a limited number of cases the partial solutions could be sufficient for some requirements.  The incremental nature of dataspace building and accessing inspired the epitaxial growth concept applied to dataspaces in this paper.
2 Hypothesis

2.1 The Requirement

It is assumed that the requirement is for the end-user to see the CRIS Dataspace of interest through the prism of their own CRIS with their own character set/media representation, language, syntax and semantics.  It is further assumed that the user wishes the answer to be structured data suitable for reporting and analysing statistically with visualisation (i.e. not a ‘hit list’ of datasets with a keyword match somewhere within them).  A much simpler subset of this requirement occurs if the end-user is content to query and receive answers in CERIF since the two-way conversions at the local CRIS are not required.
2.2 The Challenges

The challenges to be overcome in integrating heterogeneous CRIS are:

1. discovery of relevant CRIS;

2. description of each relevant CRIS;

3. matching each (2) to CERIF including

a. management of different character sets and media representation;

b. management of different languages;

c. management of different syntax (data structure); 

d. management of different semantics;

4. generating mappings to describe the required conversions on instances under each CRIS schema to/from CERIF;

5. generating conversion software for instances in any source CRIS;

6. managing a query in terms of a local schema (or CERIF) over all CRIS;

7. managing the response (answers);

8. management of change in (3) (but usually only (c) and (d));

The problem is that there is as yet no solution that is sufficiently automated to be economically feasible (except possibly for a limited domain, limited participant, static configuration) and scalable.

2.3 The Solution Concept
The proposed solution is described in section 3; 3.1 concentrates on challenges 3 and 4 which are the most difficult, solutions to the other challenges are indicated in section 3.2. The novel concept for challenges 3 and 4 involves bringing together the key elements of previous technologies but extending dataspaces with the concept of epitaxial growth based on CERIF. It is clear that the classical global schema approach (in either GAV or LAV variants) is too expensive, particularly in human effort. The improvements reported for the Information Manifold technique rely on heavy human intervention.  However, the advances made in techniques for matching and mapping have some relevance and are not discarded.  Equally, the Dataspaces approach requires considerable human effort but again indicates some techniques of value especially in limiting the work only to that necessary. The concept of machine learning from training data on mapping is also useful.  
However, using CERIF as a basis we can progress further.  Imagine CERIF as a crystal with a regular atomic structure.  It is possible in chemistry to deposit on such a crystal – and maintaining the crystal structure - ions from the crystal environment in a process known as epitaxial growth.  The ions attach to the crystal structure in the appropriate places depending on their properties and thus build or extend the crystal in a congruent way.  In an analogous way it is possible to attract at schema level entities and attributes to the CERIF structure and in this way build the canonical schema of relevance for a particular interoperation having both the advantages of a standardised global schema (CERIF) and the flexibility of additional information added congruently with the CERIF structure (syntax) and meaning (semantics) (Figure 1).
This concept requires automation dynamically and during execution of the matching and mapping process across the heterogeneities of character set, language, syntax and semantics.  It is a real research challenge.  However, if a successful technique can be developed and implemented it will allow the realisation of a solution to the initial requirement: to be able from a local CRIS to see – in the same form – the whole dataspace of CRIS and thus of research information within each CRIS and also information attached to and available through each CRIS (e.g. full text or multimedia publications).
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Figure 1: Epitaxial Growth of Schemas Based on CERIF
3 Achievement
3.1 Schema Matching and Mapping

Challenges 3 and 4 are addressed using the novel technique which forms the core of this paper.  We propose epitaxial growth from a canonical CERIF schema to generate the global schema for any group of CRIS.  In the process, for each CRIS, there is documented (a) entities and attributes matching CERIF; (b) entities and attributes in CERIF that are missing in the CRIS; (c) entities and attributes in the CRIS that are missing in CERIF.  This is achieved as follows. 
(1) the schema of any CRIS is represented as a fully connected graph with cycles if necessary where each node (vertex) represents an entity or an attribute with the attributes dependent on their respective entity and each arc a relationship: for attributes of entities the relationship is a dependency, for entity-entity relationships there is a linking entity with attributes and the actual linking is attribute-attribute based on keys;

(2) CERIF is similarly represented;

(3) The graphs are compared starting from the root and each node in each graph is decorated with flags recording the results of the comparison:

a. The language match phase;

i. For every node, if the lAnguage is the same the node is flagged as AM, if not as AN if paRtial (means same language group but not same language) as AR;

b. The lexical matching phase:

i. For a Lexical Match on any node: the schema item is flagged as LM;
ii. For a Lexical paRtial-match on any node: the schema item is flagged as LR;
iii. For No match on any node the schema item is flagged as LN; 

c. The syntactic match phase:

i. The schema item for the root node is flagged as YM (sYntactic Match);

ii.  The graph nodes at the next level below  are examined left-to-right and if there is the same number of nodes at this level they are all flagged as YM;

iii. If there is not the same number of nodes then the root node is flagged as YN (sYntactic No match);
iv. We proceed to the second level for each of the first level nodes, each subgraph is examined left-to-right and if there is the same number of nodes the schema items are flagged as YM;

v. If there is not the same number of nodes the schema items are flagged as YN; 
vi. The nodes at this level are re-examined: if all are YM the node above is set to YM; if all are YN the node above is set to YN; is some are YM and some YN the node above is set to YR (sYntactic paRtial match);

vii. Steps (ii) to (vi) are repeated for each level of the graph until all nodes are flagged;
d. The semantic match phase:

i. The graphs generated by the lexical and syntactic phases are examined;

ii. For all nodes where there is YM but not LM the entity or attribute name is compared against a multilingual domain ontology acting respectively as a dictionary (direct term match) thesaurus (subterms and superterms match) and as a domain ontology (related terms match);

iii. If a match is found it is flagged as EM and a suffix is added to indicate the ‘strength’ of the match: Dictionary, Thesaurus, Ontology thus EMD, EMT, EMO;

iv. In the case of EMT the flag is further qualified by a suffix indicating the relationship : suBterm or suPerterm thus EMTB or EMTP

v. If no match is found the node is flagged END, ENTB, ENTP, ENO respectively;
e. The reconciliation phase;

We now have graphs representing the CRIS and CERIF schemas where every node is annotated with four phase flags, A,L,Y,E (lAnguage, Lexical, sYntactic, sEmantic (the latter further discriminated by ‘strength’ of the match D,T,O (Dictionary, Thesaurus, Ontology) and T being further discriminated as suBterm or suPerterm) taking values Match, paRtial match, No match (Table 1);
	Phase
	E type
	T type
	M = 
Match
	R = 
paRtial match
	N = 
No match

	A = Language
	
	
	AM
	AR
	AN

	L = Lexical
	
	
	LM
	LR
	LN

	Y = sYntactic
	
	
	YM
	YR
	YN

	E = sEmantic
	D = Dictionary
	
	EMD
	ERD
	END

	
	T = Thesaurus
	B = suBterm
	EMTB
	ERTB
	ENTB

	
	
	P = suPerterm
	EMTP
	ERTP
	ENTP

	
	O = Ontology
	
	EMO
	ERO
	ENO


Table 1: Schema Graph Flag Values

Here the processing is sketched and described for ease of understanding; the algorithm will be detailed in a separate later technical publication;

i. All nodes that are flagged AM, LM, YM, [EMD¦EMO] are candidates for direct mapping since there is a match throughout: the issue of EMTB, EMTP is dealt with below;

ii. In all other cases a partial match or no match may be resolved to a match by a later phase;

iii. An AR or AN flag precludes a lexical match  unless resolved by ED, ET or EO;

iv. An AM, with a LR or LN flag precludes a match unless resolved by ED, ET or EO;

v. Y processing indicates which nodes should be examined further to attempt to match using ED, ET or EO;

vi. ED provides for multilingual term equality;

vii. ET processing is closely related to Y; the processing must cycle over the graph to find the closest syntactic match (YM) and then apply ET to see if there is a superterm / subterm match and allocate the flag(s) appropriately;

viii. EO processing is also closely related to Y and utilises similar cycling of process over the graph.  The objective is to find a match for  the current node in the ontology by locating matches (EMO) for related terms in nodes connected to the current node (i.e. YM-related) thus determining the semantics of the current node and allowing matching with the appropriate node in CERIF;
f. The epitaxial growth phase

In the general case we now have two graphs with matching and non-matching nodes.  In an ideal case every CERIF node is matched to every node in the CRIS graph so we have exact equivalence.  More likely there are excess nodes in the CRIS graph (i.e. the CRIS contains all the CERIF elements, probably with different names, plus more entities / attributes suitable for local processing) although the general case is also likely.

Epitaxial growth processing proceeds as follows:

i. For nodes in the CRIS schema that do not have corresponding nodes in the CERIF schema:
ii. Their syntactic positions in the graph, related to nodes in the CRIS schema, are analysed (starting from the root and working down the graph, left to right at each level);

iii. The language is flagged (so that this can be the variable value input in the CERIF language attribute);

iv. The lexical term for the entity or attribute name is noted ready for translation to the canonical language for interoperation with the CERIF translation attribute set to automatic;

v. The syntactic structure present in the CRIS but not in CERIF is then added to the CERIF schema as the epitaxial growth in the following steps:
vi. if the additional nodes are attributes under an existing entity ‘X’, a new CERIF entity ‘Xadditional’ is created with the attributes as nodes under it and ‘Xadditional’ is linked with a cardinality 1:1 with ‘X’ in CERIF using matched primary keys via a new CERIF linking relation;

vii. if the additional nodes include an additional entity ‘Y’, linking relations are created in CERIF to link ‘Y’ to existing CERIF entities and attributes of ‘Y’ are nodes under a new CERIF entity ‘Y’;

viii. step 2 depends on the complexity of the CRIS: primary/foreign key relationships (with cardinality 1:n) can be analysed to generate the linking relations and if the CRIS already has n:m cardinality relationships using linking relations these can be mapped directly;

ix. A similar process is followed for nodes in the CERIF schema not having corresponding nodes in the CRIS schema. 

3.2 The Other Challenges

Challenge 1 can be managed by the CRIS community knowledge (e.g. DRIS: Directory of Research Information Systems) and/or by web services searches using conventional UDDI/WSDL techniques.  Challenge 2 is covered by the schema of any structured (or semi-structured i.e. XML) CRIS.  The approach to challenges 3 and 4 is described above.  Challenge 5 is addressed using the technology used in Hypermedata (SkKoBeJe1999).  Having the schema graphs of the participating CRIS and CERIF the convertor can be generated ready to convert instances under one schema to instances under another. Challenges 6 and 7 can be managed using the technology developed in MIPS (JeHuKaWiBeMa94) and outlined in section 1.2.  Challenge 8 is managed by repeating the above steps as required, depending upon the change.
4 Conclusion
Many of the important questions facing society today can be solved, or partially solved using research information to guide actions and developments.  Problems of the world economy, of climate change, of water supply, of lack of natural resources, of disease and pandemics and many more all can be tackled with research information.  However, world-scale problems cannot be solved by local-scale research information.  A truly global effort is required.  The base technology to support and move forward that global effort is interoperating (CERIF-)CRIS within a (European) e-infrastructure.  It is therefore a serious responsibility of the CRIS community to find, develop and promote a solution for interoperating CRIS that is reliable, scalable, economic and has appropriate security and privacy.  The concept of interoperating CRIS using epitaxial growth is a promising line of development to realise this objective.  Of course if all CRIS were ‘native CERIF’ then the requirement and effort would not be necessary.
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