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Abstract: The Neutron Science Software Initiative (NeSSI) is a project combining three Spallation Neutron Sources from across the world.  These are ISIS, SNS and J-PARC from UK, US and Japan respectively.  As instruments are being designed for High Flux Isotope Reactors, Spallation Neutron Sources, and other neutron sources, there is an unprecedented opportunity to provide superior data analysis software capabilities for scientific users.  Before these analysis capabilities can be provided, users need a way of managing and gaining access to the large amounts of data these sources can generate.  The Data Portal project aims to provide the distributed searching capabilities by giving easy, transparent access to experimental, simulation and visualisation data kept on their multitude of systems and sites.  Further more it will provide links to other grid services, which will allow the scientists to further use the selected data, e.g. to run their data analysis software.  The Data Portal will aim to work as a broker between the scientists, the instruments, the data and other services.  The problem addressed is that currently the scientific data is stored distributed across a multitude of sites and systems.  Scientific users have only very limited support in accessing, managing and transferring their data or indeed in identifying new data resources.  In a true Grid environment, it is essential to ease many of these processes and the aim of the Data Portal is to help with automating many of these tasks.
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1. Introduction

The Neutron Science Software Initiative (NeSSI) project is a collaboration between three Spallation Neutron Sources in the UK, US, and Japan to allows scientific sharing of similar resources, data and tools.  Currently, only the UK Neutron Source (ISIS) is in operation with the US (SNS [1], a $1.4 billion project) becoming operational in 2006 and Japan (J-PARC [2], a $1 billion project) in 2007.  Once both of these are in operation it is hoped that the collaboration between scientists (and governments) can help, aid and develop the future understanding of the processes and materials that these large-scale facilities research with.  Neutron-scattering research enables the structure and dynamics of condensed matter to be probed on a microscopic scale ranging from the subatomic to the macromolecular.  For example, things like jets, credit cards, pocket calculators, compact discs, computer disks, and magnetic recording tapes, shatterproof windshields, adjustable seats, and satellite weather information for forecasts have all been improved by neutron-scattering research.  These experiments produce large data sets and currently at ISIS, the scientists are forced to manually relate between all the experimental data, computing and analysis facilities that are available world wide, with little infrastructure support.  In the future, it is hoped the Grid will provide these functions, enabling the scientists to choose much more easily from a wide range of services, connecting and combining desired services for an optimal working environment.  Since the three neutron sources generate similar data it is envisioned that when all the sites are operational that distributed data will be searched and identified from the sites through one common interface with a single query via the Data Portal.  Much of the access to the Grid is envisaged to take place through customisable, community oriented Portals.  Data will play a pivotal role in the success of Grid or NeSSI development.  Virtually all envisaged applications will need to be able to draw from and deliver to the distributed heterogeneous information/data sources with a variety of contents.  Hence, three major challenges are posed: data accessibility, data transfer and management of personal data.  Data accessibility implies the capability to locate information/data without prior knowledge of its physical location or the form in which its contents is described.  Data transfer relates to the problem of large data volumes that need to be transferred across the internet.  Management of personal data is concerned with the growing distribution of data produced by scientists within a Grid environment, which required new ways of keeping track and moving data for single scientists and more importantly for research groups. 
1.1. Current Status

ISIS has backtracked its twenty year catalogue of data by adding metadata creating a catalogue for the Data Portal to apply search queries against.  The data was formally stored in multiple disk servers allowing no searching capabilities with any ability to find data unless the scientist knew the name of the data beforehand.  It has been ported to a Storage Resource Broker [3] (SRB, from the San Diego Super Computing Center (SDSC), see Section 2) for improved access, management and curation capabilities.  When the other neutron sources become live it is envisioned that they will use ISIS's experience and have a similar approach to data management and mining using the Data Portal to access and search for data.
The management of data is achieved using two web service based portals, the Data Portal and the Data Insertion Portal.  The Data Portal is for high-level access to multidisciplinary data, a metadata schema that allows the efficient description of data from heterogeneous sources and the SRB to manage the physical location of data both personal as well as archived.  The Data Portal is linked to existing data catalogue systems. These catalogues include metadata as well as links to the data itself. The data itself is physically held in various storage resources from local disks, over databases to multi terabyte tertiary tape systems where it is logically held and managed by SRB.  The Data Insertion Portal is used to upload data into the system and annotate the data.  The annotation of the data creates metadata repositories, which allow the Data Portal to search and locate data.
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Figure 1: Data centric view of NeSSI scientific workflow.
From a data centric perspective, scientific research for the project can be viewed by the sequence of events shown in Figure 1.
1.2. Data Portal Architecture for data mining
The Data Portal architecture is based on web services and Globus Security Infrastructure (GSI).  GSI helps the Data Portal to authorise and authenticate a user in a Grid environment and the Data Portal.  Web services helps to decentralised the Data Portal into modules that represent an area of functionality, e.g. the Session Manager controls users' state, Authorisation communicates with the MyProxy server to authorise the user to the Data Portal and Query & Reply sends queries to multiple XML Wrappers at each facility.  The XML Wrappers map the local metadata format into a XML format that the Data Portal understands, allowing seamless integration of multiple facilities' metadata information.  Each web service transfers an encrypted session id used to obtain state within the modules of the Data Portal.  Any GSI delegation of the users' proxy certificate to another web services is achieved by the delegation of the users' proxy stored in the Session Manager to the web service requiring authentication. 
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Figure 2: Simplified Data Portal Architecture, the three facilties will be ISIS, SNS and J-PARC
The Data Portal server hosts most of these services but also provides the user interface and manages the interaction with the user and all attached resources.  The server provides the user with a web interface to search the existing metadata both on the server itself and the connected data holdings transparently. Incoming requests from the user will be interpreted by the server and a query will be formed and transmitted to the facilities' local repositories that are available to the Data Portal. The queries to local repositories are XQueries [4] and are transmitted via web services.  The result from the various local repositories is expected in XML format or the format that the XQuery requested (i.e. HTML).  The Data Portal will collate the results and generate the required pages to display the results.  The server is also responsible for the user authentication and session control.
CCLRC has developed a special multidisciplinary metadata format in XML [5] to be able to integrate and make available data from various scientific topics ranging from astronomy to physics.  Other repositories are expected to have either their own metadata catalogue systems or their own metadata formats describing their data holding or use an extension of the CCLRC Scientific Metadata format (CSMD).  To integrate them each catalogue (facility) will be accompanied by an XML Wrapper, which firstly converts the local metadata catalogue systems into CSMD.  The XQuery request from the Data Portal server is executed against the CSMD and results returned to the Data Portal.  Currently the metadata catalogues include links to the data location, therefore the data can be transferred via GridFTP (from SRB or a GridFTP server) to the user or to a third party machine.
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Figure 3: Showing the separation of the metadata and data from the Data Portal
Scientist's biggest concern is about loss of ownership of their data, they want to retain ownership of their data.  The scientists will not take up any solution that does not allow this.  With the Data Portal architecture, the data and metadata catalogues are housed by the facilities, therefore the ownership and access of the data is still maintained by the data owner and facility.  The Data Portal only gives links and services to request access to the data.  Figure 3 shows the example of the Data Portal architecture regarding data and metadata ownership.
1.2.1. Authentication

Authentication of user to the Data Portal is via a MyProxy server.  MyProxy is an online credential repository for the Grid.  Storing Grid credentials in a MyProxy server allows retrieval of proxy credentials whenever and wherever needed, without worrying about managing private key and certificate files.  A user would store a delegated set of credentials into the MyProxy using the Java Cogkit and protects the private key with a passphrase in which is used to encrypt it.  The passphrase and certificate-based authentication is then required to retrieve credentials from MyProxy, in our case the Data Portal retrieves the proxy credential for the user to access Grid resources on the users' behalf.

The Data Portal uses a MyProxy GUI Tool built using the Java Cogkit to allow users to upload there credentials to the MyProxy for up to 30 days.  This application allows scientists to easily upload their credential with out installing Globus or any other software, giving them a simple GUI to create, upload and look after their credentials.
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Figure 4: Data Portal MyProxy Tool


This application is launched using Java Web Start, a technology allowing a user to deploy a standalone Java software application with a single click over the network.  The user would only use this application on their own secure machine with their credentials locally stored.  Once their credentials have been uploaded via GSI security to the MyProxy, they can access the Data Portal from any other machine connected the internet by passing their username and passphrase to the Data Portal, which in turn retrieves the proxy credential for the user from the MyProxy.  The user would then be authenticated to the Data Portal.

1.2.2. Authorisation 
The authentication of data within the Data Portal is done by the GSI delegation of the users' proxy certificate to each facility.  At each facility sits an Access & Control (ACM) and a XML Wrapper web service.  Upon logging on, the users' proxy certificate is delegated to each facilities' ACM.  The ACM maps the users' distinguished name (DN) to a local user on their system and the access rights are given back to the Data Portal in the form of an XML document.  The XML document gives information regarding the read access to the facility, data, metadata respectively and other information, i.e. the users' DN, lifetime of the users' access rights, normally 2 hours to match the proxy certificates lifetime.  This XML document is known as an Authorisation Token [6].
The ACM signs the XML document with the facilities' private key and sends the Authorisation Token via web services back to the Data Portal, which stores it in a database.  When the Data Portal sends a query to the XML Wrapper, it also sends the Authorisation Token.  The XML Wrapper can validate the signature of the Authorisation Token with the facilities' public key.  Therefore, the XML Wrapper can trust the access information regarding the facility given in the Authorisation Token.
The access information given in a Authorisation Token depends on each facility.  Users are assigned a role, and this role is then mapped by the facility to their access and control mechanism.  This approach means that facilities can operate a fine-grained mechanism where every role is mapped to a person at the facility, or it can be as course grained as either the user has, or has not got read access to view the metadata. 
1.2.3. XML Wrapper
The XML Wrappers are used to convert between the local metadata format of a data archive and the CSMD. This allows the integration of metadata repositories which hold information about scientific studies and their associated data in various different formats and present a common interface to them via web services, which allows the Data Portal to seamlessly interact with the different data archives.
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Figure 5: XML Wrapper Architecture 

It allows the composition of queries to different data archives by placing a wrapper (or adaptor) around the archive, which translates the native structure of the data into a form that the Data Portal core modules can understand.  It converts the data into a common XML representation and then allows either bringing back the whole data representation or applying a modified XQuery to bring back relevant data.  
The Data Portal architecture specifies that the XML Wrapper must be able to perform a basic search capability, allowing searching across taxonomies which are held at a certain facility.  Four others can be, but are not required are as follows:

1. Advanced Search.  Allowing predefined advanced queries against most of the XML's metadata, including dates, PI's, instruments used etc.

2. Browse.  Similar to Google's Groups section.

3. Free Text Search.  Simple free text search across all of the metadata.

4. Personal XQuery.  If user has access permissions, a user could insert an XQuery on the facilities' metadata.

2. Data Storage

The output of these scientific neutron applications is currently all stored as flat files.  These files are often distributed over a number of machines and /or different types of media.  There is a data management problem associated with this scenario, the data is organised physically rather than logically.
In order to access this concern, the SRB has been deployed on the nodes of ISIS.  The SRB is a tool which facilitates data management across a number of distributed heterogeneous file systems.

Essentially the system abstracts the user from the physical location, media and protocols of the underlying storage systems. This allows data to be organised logically into a single virtual file system. In addition, SRB simplifies the sharing of data across a distributed virtual organisation such as the NeSSI project.  In particular, it is straightforward to configure the access permissions on individual files to allow other members of the project access.  There is also a facility to allow colleagues outside the project access using a ticketing scheme.

The Data Portal communicates with SRB through a web service interface wrapped around the SRB Java API Jargon [7].  A user would authenticate themselves to SRB with a GSI delegation using a Globus certificate   and gain access to the data sets or files to download / transfer them for the user.  
Access and control is enforced by SRB.  When the data is put into the system, the user specifies which users on the SRB system can have access to the data, similar to a Windows File System, allowing read, write, and delete, etc access for each file.
3. Future

The Data Portal is will be taking account of new technologies (e.g. Java Portlet API, Java Server Faces, WS-Notification, WS-Resource Framework and Globus Toolkit 4).  Further work and research will be undertaken with other projects and the new technologies mentioned above.  This will allow new additional web service modules as well as improvements to the current modules.
3.1. Link to Publications Portal

A bilateral link between the two portals, so that a scientist who has found and identified data through the Data Portal could easily download the publications associated with the data giving the scientist more information about the experiment that created this data.

3.2. Portlet API and Frameworks
The new Portlet API coupled with new and more advanced Portlet Frameworks (CHEF, Sakai) will allow easier and more collaboration with other Portlets and Portals.  This gives the possibility for collaborative portals to be created to fulfil the other cycles of the NeSSI project, e.g. the Publications Portal.  Data Portal deals with the problem of storing and retrieving data, but other portals are required for transferring, analysing and visualisation of data. 
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